
Generating Known Unknowns 
through Known Knowns

Synthetic Adversarial Log Objects



Hi, I’m Marcus LaFerrera (@mlaferrera)

● Staff Security Strategist @ Splunk

● Previously supported many things DoD, most recently @ DARPA

● Avid open-source contributor, mostly python

● Former lead developer of stoQ

● Dreams about automating everything



first... some background



* https://www.mandiant.com/resources/evasive-attacker-leverages-solarwinds-supply-chain-compromises-with-sunburst-backdoor

*



DATA
pcap

wire data

xml

json

syslog

cloud providers

endpoints

servers

dns

http
ssl

schemas

infrastructure



There’s a (better) way



https://github.com/splunk/salo



Caveat:
This is a work in progress



Synthetic Adversarial Log Objects (SALO) is a framework for 
the generation of log events without the need for infrastructure 

or actions to initiate the event that causes a log event. The 
purpose of this framework is to allow security practitioners, data 
scientists, and researchers the ability to create log events in a 
simple, repeatable, and randomized way without the overhead 

of traditional required resources.



But, why another fake log generator?



Minimal effort

Repeatable process

Low barrier to entry

Highly customizable



Let’s walk through a simple scenario



1. Create a new recipe, dns.yaml



2. Run salo, and generate our data

$ salo recipe dns.yaml



3. Define a domain to query
4. Spawn a Zeek conn event



5. Run salo again

$ salo recipe dns.yaml

or...

$ salo recipe -o output.yaml --splunk dns.yaml

or...

$ salo recipe -o output.yaml --file dns.yaml



Recipes | Stencils | Events | Outputs
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Global Options



Timestamps, Jitter, and Cadence



Sessions and Events



Repeat Events



Event Options



Spawned Events



Saved Values



Recursive Spawning



Multiple Events in Session
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stencil recipe
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Built with pydantic*
models define the structure of log events

* https://pydantic-docs.helpmanual.io/



Native Model Features

● Data validation
● Type Enforcement
● Field aliases
● Randomized field content





Event Models Available

Zeek

● conn
● dns
● files
● http
● rdp
● smtp
● ssl

Suricata

● dns
● http

GitHub Audit

● business
● git
● hook
● integrations
● org
● repo
● repository
● team

Sysmon

● eventcode 3
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Flexible Output Schema

● Any log format
● JSON is natively supported
● Simple to add additional output schemas



Roadmap Wishlist

● Community involvement
● More recipes and stencils
● Additional event models

https://github.com/splunk/salo



Questions?
Marcus LaFerrera | @mlaferrera | mlaferrera@splunk.com

code
https://github.com/splunk/salo

documentation
https://splunk.github.io/salo


