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Executive Summary 

This report examines the feasibility and usefulness of implementing artificial intelligence (AI) and 
machine learning (ML) in cyber defense with a particular focus on advanced persistent threats 
(APTs).1 APTs are cyber attacks carried out by well-resourced and sophisticated adversaries who 
target organizations to gain strategic advantage by exfiltrating data or disrupting operations. APTs 
leverage new and existing vulnerabilities in new and unexpected ways, seek to avoid detection, 
and adapt to defenders’ actions. In particular, APTs typically generate very few signals for com-
mand-and-control systems unless they are activated for an attack. They can remain dormant for 
extended periods of time (e.g., years) thereby appearing to be part of normal operations when de-
tectors are looking for operational changes. APT activation is a rare event, so APTs can escape 
typical detectors looking for repeating patterns. Thus, due to the stealthy and evolving nature of 
APTs, traditional tools for detecting and mitigating these types of cyber attacks may not be suffi-
cient. 

Over the past 10 years, there have been tremendous advances in AI, especially in deep learning, 
which is a type of ML algorithm that uses multiple-layer artificial neural networks (ANNs) to pro-
gressively extract higher level features from raw inputs. Recent applications of deep learning in-
clude computer vision, natural language processing, and Markov decision problems (e.g., Go, 
chess). These advances—along with other developments in generative AI, large language models, 
and game theory—have allowed organizations to apply AI to virtually all business functions, in-
cluding cybersecurity. 

Given the widespread adoption of AI by organizations and the explosion of academic research in 
this area, it is natural to consider the role of AI in APT defense. In this report, we examine the 
current state of AI-enabled APT defense. We begin by describing the stages that an APT must go 
through to succeed. Next, we perform a commercial market analysis of APT defenses. We then 
perform a bibliometric analysis to map out the academic research landscape on APTs. We identify 
three distinct challenges in APT defense and discuss how AI research addresses these challenges. 
We highlight the strengths and limitations of research on the use of AI for APT defense. Finally, 
we offer practical recommendations that will help organizations start incorporating AI into their 
layered APT defense strategies. 

Our research reveals several key findings: 
• There is evidence of significant APT attacks, making the threat operational and not theoreti-

cal. 

• Many organizations offer AI-enabled solutions as part of a layered defense strategy that in-
cludes traditional methods (e.g., allowlists, denylists, signature matching, and firewalls). Tra-
ditional techniques are effective for detecting known threats, whereas AI methods are needed 
to identify novel ones, including APTs. 

___________ 
1  Unless otherwise specified, our use of the term AI includes ML. 
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• Since 2010, the annual number of academic publications that cover cybersecurity has grown 
exponentially. Sub-areas that cover APTs and AI have also seen near-exponential growth. 
Hence, significant capabilities have yet to be transitioned from the literature to practical de-
ployment. 

• The results from academic research are promising, but several challenges must be overcome 
to transition this research into practice: 
− In APT detection, these challenges include minimizing false positives and ensuring the 

robustness of methods when facing new threats. There is expanding literature on the de-
tection of rare events that could be integrated into detection tools to address some of 
these shortcomings. 

− In establishing a cyber-defense posture, these challenges include anticipating potential 
attacker actions and scaling algorithms for deployment that address real-world problems. 

− Two final challenges that cut across both areas are (1) developing testing algorithms on 
representative data sets or in representative simulation environments and (2) adopting 
open practices to improve research replicability. 

• Organizations should include AI as part of a layered APT defense strategy. Traditional meth-
ods are insufficient given the novel and stealthy nature of APTs. Exploring the application of 
AI to APT defense can provide valuable insights into an organization’s cyber defenses and 
vulnerabilities, even if the AI solutions are not ultimately deployed. 
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Abstract 

This report examines the feasibility and usefulness of implementing artificial intelligence (AI) and 
machine learning (ML) in cyber defense with a particular focus on advanced persistent threats 
(APTs). In this report, we examine the current state of AI-enabled APT defense. We begin by de-
scribing the stages that an APT must go through to succeed. Next, we perform a commercial mar-
ket analysis of APT defenses. We then perform a bibliometric analysis to map out the academic 
research landscape on APTs. We highlight the strengths and limitations of research on the use of 
AI for APT defense. Finally, we offer practical recommendations that will help organizations start 
incorporating AI into their layered APT defense strategies. 
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1 Introduction and Overview  

Advanced persistent threats (APTs) have become increasingly prevalent over the past 10 years. 
Unlike other cyber threats, APTs are orchestrated by well-resourced and sophisticated adversaries. 
They evolve over long periods of time, often remaining undetected for months or even years be-
fore acting on their final objective. Given the resources needed to conduct an APT, their targets 
are typically high value, and they can inflict great damage on their victims. These are a few exam-
ples: 
• The Stuxnet APT emerged in 2009 and targeted industrial controllers, damaging physical 

equipment [Langner 2011]. By September 2010, Stuxnet infected approximately 100,000 
hosts, most of which were located in Iran. 

• The Carbanak APT emerged in 2013 and targeted financial institutions, causing nearly one 
billion dollars of cumulative losses to banks by 2016 [Johnson 2016]. The attackers con-
ducted surveillance, including collecting video footage taken from employees’ computers, to 
enable them to tailor their strategies to each specific bank’s operational practices and vulner-
abilities. 

• The SolarWinds APT was initiated in 2019 and went undiscovered for fourteen months 
[GAO 2021]. To conduct the attack, hackers inserted malicious code into Orion, a network 
management system used to manage information technology (IT) resources. By inserting an 
exploit early in the supply chain, attackers compromised the data, networks, and systems of 
tens of thousands of organizations. 

The MITRE Adversarial Tactics, Techniques, and Common Knowledge (ATT&CK) website 
identifies organized APT groups; the most alarming ones may be state sponsored [MITRE 2024]. 
There are many APT groups that have targeted critical infrastructure, defense organizations, gov-
ernment entities, and industrial bases. These APT groups can attack across multiple industry verti-
cals, such as aerospace and aviation, satellite telecommunication, global positioning systems, in-
dustrial control systems, and manufacturing. Even closed networks and low connectivity systems 
can be vulnerable. Notably, Stuxnet could infect local computer networks by using Universal Se-
rial Bus (USB) sticks [Langner 2011]. 

APTs are qualitatively different from other types of cyber threats. The National Institute of Stand-
ards and Technology (NIST) describes APTs in the following way [NIST 2011]:  

The advanced persistent threat: (i) pursues its objectives repeatedly over an extended period 
of time; (ii) adapts to defenders’ efforts to resist it; and (iii) is determined to maintain the 
level of interaction needed to execute its objectives. 

Stuxnet, Carbanak, and SolarWinds are examples of APTs that align with the NIST definitions of 
an APT. They were carried out over extended periods of time in a covert manner to avoid detec-
tion. Further, they sought to disrupt operations and exfiltrate data for strategic gain. 
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In this report, we illustrate how organizations can safeguard themselves against APTs with a par-
ticular emphasis on artificial intelligence (AI) and machine learning (ML).2 It is important to con-
sider AI as a defense because threat actors can use it as an offense. For example, attackers might 
use AI to do the following: 
• obscure their presence to learn and mimic normal network behavior 

• obscure data exfiltration by mimicking normal traffic 

• improve attack-related scanning and search tasks 

• spoof biometric-based authentication (e.g., voice, facial, fingerprint) 

• detect countermeasures like honeypots 

• use related techniques (e.g., game theory) to dynamically evade defensive measures 

Defenders of high-value networks can be at a significant disadvantage when they do not leverage 
the AI technology that their attackers might use. 

Academic research conducted about AI for cybersecurity has grown enormously. We review this 
literature, evaluate the feasibility of applying AI to APT defense, and provide practical guidelines 
that organizations can use to implement research findings in their operations. 

1.1 Rise in Cyber Attacks 
Over the last five years, there has been a steady increase in the number of significant cyber events. 
According to the Center for International and Security Studies at Maryland (CISSM) Cyber 
Events Database, as shown in Figure 1, the annual number of cyber events rose by more than 200 
percent from 814 in 2014 to 1,918 in 2022 [Harry 2018]. This number of events includes only re-
ported events and does not account for unsuccessful or unreported attacks, which may represent a 
significant proportion of the total number of attacks. Given the difficulty in detecting APTs, it is 
reasonable to assume that the growth in APTs is as least as fast as this data indicates. 

___________ 
2  Unless otherwise indicated, our use of the term AI includes ML. 
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Figure 1: Annual Number of Significant Cyber Events Contained in the CISSM Cyber Events Database 

To counter the growing threat of cyber attacks, organizations have taken three main approaches:  
• They invest in Security Event and Incident Management (SEIM) cybersecurity measures. Ac-

cording to Statista’s forecast for 2030, the global APT detection market size is expected to 
reach $657 billion by 2030, reflecting a 13 percent compound annual growth from 2019 to 
2030 [Statista 2024].  

• They purchase cyber insurance to recover any financial losses incurred from successful at-
tacks [Marotta 2017].  

• They apply zero trust architectures to contain the damage incurred following successful at-
tacks. This strategy is paramount in a national defense scenario where monetary damage is 
incalculable (and thus uninsurable), but complete detection or prevention is unachievable.  

While organizations recognize the importance of mitigating cyber risks, they also acknowledge 
that eliminating these risks may not be possible, so they employ some combination of these tech-
niques. 

1.2 Advances in AI and ML 
Given the complexity of APTs and the overwhelming number of cyber events that must be moni-
tored, it is prudent to explore the potential role of AI and ML in APT defense. AI involves ma-
chines performing tasks that are typically associated with human intelligence [Russell 2021]. The 
current wave of AI applications largely uses ML. ML refers to algorithms that learn to perform 
tasks based on historical data or interactions with the environment rather than relying on pro-
grammed rules [Jordan 2015]. ML is particularly valuable when humans do not know the optimal 
way to perform a task. 
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Over the last five years, academic work on AI for cyber defense has exploded. As shown in the 
top section of Figure 2, the annual number of publications in academic journals and conferences 
on this topic rose from 513 in 2015 to 6,021 in 2022. At the same time, as shown in the bottom of 
Figure 2, organizations have increasingly sought to leverage AI for many business functions, in-
cluding cybersecurity [McKinsey 2022]. This demonstrates that AI has reached a level of maturity 
high enough to generate value for real-world applications. 

Most recently, interest in generative AI has surged. Generative models can create convincing 
deepfake video, audio, and images. Large language models (LLMs) can generate complex text 
that appears to be written by a human, and these models excel at computer coding tasks such as 
generation, refactoring, and analysis. Generative AI tools are widely available, and often, using 
them does not require technical AI expertise. In this report, we focus on traditional AI and ML; 
however, in Section 6 (Conclusion) we identify the research needed to determine how generative 
AI might be used to defend against APTs as well as how adversaries might leverage generative AI 
when creating APTs. 

Given the dual nature of using AI technology—for civilian and military applications—the core 
research used to detect APTs will likely come from the enormous investment driven by its use in 
areas other than APT detection. Future detection tools will likely result from mining this non-
cyber defense research. 
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Figure 2: Annual Number of Academic Publications (Top) and Percentage of Corporations Reportedly 

Adopting AI (Bottom) from 2017 to 2022 

1.3 Overview of This Report 
In this report, we review the commercial markets and academic research on AI-enabled APT de-
fense. Based on our findings, we conclude the following: 
• AI offers significant potential to enhance traditional defenses and will play an essential role 

in APT protection, particularly in detecting zero-day exploits and other novel threats. 

• More research is needed to transition theoretical AI defenses into practice. In particular, re-
search publications frequently omit algorithm and data set details, making reproduction of 
results challenging. Transition requires additional research to fill in the missing information 
and validate capabilities against potential overstatements of results.  

• Beyond ensuring that the science is adequate, transitioning research into practice identifies 
practical issues that can help make the science deployable. Known key challenges center on 
data-efficient learning, human-system integration, scalability, and test and evaluation in real-
world settings.  
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We then offer practical steps that organizations can take to develop AI capabilities for APT de-
fense. We conclude the following: 
• Organizations can integrate AI-based methods into their APT defenses without disrupting 

current defenses and can gradually build an AI-based capability specific to the network(s) 
they protect. 

• Implementing AI-based defenses can improve an organization’s awareness of its cyber-threat 
preparedness, yielding benefits regardless of whether AI solutions are ultimately deployed. 

In the remaining sections of this report, we summarize the anatomy of an APT and general classes 
of APT defenses. We then provide a critical review of commercial APT defense products and aca-
demic research on APTs, focusing on AI-enabled solutions. Finally, we present a framework that 
organizations can use to begin incorporating AI into their APT defenses. 
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2 Anatomy of an APT 

The term advanced persistent threat was used in 2011 to describe a new class of manual intru-
sions that surpassed automated viruses and worms [Hutchins 2011]. Since then, numerous federal 
and private organizations have sought to define the key phases, or anatomy, of an APT. In paral-
lel, they have developed defenses to thwart APTs at each stage. This section provides a brief over-
view of these efforts. 

2.1 Behavioral Model 
The Cyber Kill Chain®, developed by Lockheed Martin, is a model that breaks down APT attacks 
into a sequence of steps [Lockheed Martin 2024]: 
1. Reconnaissance. The attacker conducts research to identify potential vulnerabilities in the 

target’s system. 

2. Weaponization. The attacker combines malware with an exploit to create custom payloads. 

3. Delivery. The attacker sends the weaponized payload to the target.  

4. Exploitation. The attacker uses an exploit to gain access to the target system.  

5. Installation. The attacker installs a persistent backdoor to maintain access to the compro-
mised system.  

6. Command & Control. The attacker uses malware to establish a channel for controlling the 
compromised system.  

7. Actions on Objectives. The attacker achieves the goal of the attack. 

The Cyber Kill Chain implies that each step must be carried out in sequence, and thus, disrupting 
any of the steps can cause the attack to fail. This model has become a widely accepted framework 
for understanding the anatomy of APT attacks.3 

2.2 Defense Taxonomy 
APT defenses can be divided into three categories: monitoring, detection, and mitigation [Al-
shamrani 2019].4 
• Monitoring involves the ongoing collection of data at both the network and node levels to 

facilitate defense.  

___________ 
3  There are other models of APT behavior, most of which include more granular descriptions of an adversary’s 

actions once they have defeated perimeter defenses (i.e., during steps 6 and 7 of the Cyber Kill Chain®). None-
theless, the Cyber Kill Chain describes APT attacks with enough detail to facilitate analysis while remaining sim-
ple enough to be clear and communicable. 

4  Subversion and other forms of deception are a special case of mitigation. 
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• Detection aims to distinguish between benign and malicious activity and works in tandem 
with monitoring. Anomaly detection and pattern matching are two general classes of ML 
methods used for detection. Anomaly detection analyzes node or network behavior to identify 
events that deviate from those generated by typical behavior. Pattern matching compares node 
or network events to known patterns of malicious activity. 

• Mitigation refers to the prevention or reduction of attacks and can be proactive or reactive. 
Proactive methods actively disrupt an attacker’s activities and include techniques such as de-
ception and moving target defenses.5 Reactive methods identify potential attack scenarios 
based on known vulnerabilities in the system and consider how an ongoing attack may un-
fold. 

2.3 Defensive Methods with Respect to Cyber Kill Chain Steps 
Defense techniques can be applied to different steps in the Cyber Kill Chain. Table 1 shows sev-
eral examples of these intersections. For instance, an organization can monitor network traffic in 
the form of packets. By analyzing packet attributes (e.g., source Internet Protocol [IP] address, 
destination IP address, destination port, packet timing, packet size), the organization may deter-
mine that an attacker is scanning for vulnerable access points, such as open ports. They may then 
apply a predetermined, event-based moving target defense to change the attack surface, rendering 
the attacker’s reconnaissance obsolete. 

Table 1: Intersections Between Cyber Kill Chain Attack Stages and Defense Methods 

Stage Monitoring Detection Mitigation 

Reconnaissance Packet monitoring Port scanning or network mapping Use moving target defense 
to degrade attacker 
intelligence. 

Weaponization Threat intelligence 
reports 

Network vulnerabilities Develop targeted defenses 
against specific threats. 

Delivery Emails, altered control 
plane information, 
software updates 

Malicious attachments or links Allocate defense resources 
across highest value nodes. 

Exploitation Code monitoring Malware indicators Set policy for deciding which 
indicators to inspect 
manually. 

Installation Log monitoring Unusual or unexpected activity, 
such as failed login attempts, 
system file changes, privilege 
escalation 

Balance recovery actions 
(e.g., reinstallation) with 
service interruption costs. 

___________ 
5  Honeypots are decoy assets intended to distract or discourage the attacker while possibly allowing the defender 

to gain insight into the attacker’s tactics. Moving target defenses change network and/or host structures to un-
dermine attacker reconnaissance and surveillance. 
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Stage Monitoring Detection Mitigation 

Command & 
Control 

Packet and system 
operational monitoring 

Pattern matching looking for 
“beaconing” between an internal 
host and external domain name, 
deviations from expected traffic 
patterns, deviations from expected 
operational parameters 

Employ subversion to lure 
attackers into virtual traps. 

Actions on 
Objectives 

Log monitoring Forensic analysis to trace attack Use attack graphs to 
anticipate attacker moves. 

When forming a monitoring strategy, organizations must decide which parts of their network 
and/or hosts they want to monitor, which data elements to collect, and how to store that data. 
These decisions entail a tradeoff between having a comprehensive record of events and minimiz-
ing the costs associated with capturing and storing data. Threat intelligence reports can be used to 
determine likely attack vectors, and organizations can use this information to identify associated 
threat indicators and the corresponding data elements necessary for generating those indicators. 
While threat intelligence reports allow organizations to prepare for threats that they have not di-
rectly experienced, they do not allow them to prepare for truly novel threats. 

Detection requires defining the combinations of indicators—or features—that trigger threat warn-
ings. This involves a tradeoff between limiting the number of benign events classified as mali-
cious (false positives) while also limiting the number of malicious events classified as benign 
(false negatives). However, even with a low false positive rate, the number of alerts generated can 
still be overwhelming given the high volume of cyber events that occur daily. 

Regarding mitigation, organizations must decide how to allocate finite defense resources. APT 
mitigation is costly and may disrupt service, so organizations must balance increased security 
with the costs and potential loss of service quality [CIS 2023]. 

Interrupting any stage in the Cyber Kill Chain can cause an attack to fail. Therefore, organizations 
usually adopt a combination of monitoring, detection, and mitigation strategies, as shown in Table 
1. In addition to these strategies, organizations can also use security awareness training, patch 
management, firewalls, anti-virus software, content filtering, and other traditional measures to re-
duce risk. 

2.4 Summary 
APTs are multi-stage attacks. By disrupting any stage, defenders can defeat an attack. To do so, 
defenders must use monitoring, detection, and mitigation strategies. However, due to the complex 
attack surface and the vast number of daily cyber events, selecting effective and resource-efficient 
policies poses a challenge. In the following sections, we explore using AI in potential solutions 
that help defenders make better-informed decisions. 
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3 Commercial and Academic Landscape Analysis of Cyber 
Defense Products Using AI 

As organizations consider augmenting their cyber defense postures with AI-enabled technologies, 
they must understand the current landscape of commercial products, some of which are dual use. 
Organizations must also understand the state of academic research and the future technologies that 
may become possible. To provide insight into these issues, we performed a landscape analysis of 
commercial offerings and academic research about using AI for APT defense. 

3.1 Commercial Analysis 
To identify industry leaders, technology trends, and market gaps in commercial APT defense 
products, we performed a market analysis focused specifically on using AI for APT threat detec-
tion and mitigation. 

3.1.1 Methods 
To make our analysis manageable, we focused on organizations included in one of the following 
quadrant reports for the APT defense market:  
• Radicati: APT Protection Market Quadrant 2021 [Radicati 2021] 

• Forrester: Now Tech: Enterprise Detection and Response, Q1 2020 [Zelonis 2020] 

These reports identify top vendors in APT defense and categorize them into four quadrants based 
on strategic vision (narrow versus broad) and maturity (emerging versus established). 

Using these reports and other sources, we identified 22 organizations that offer a range of com-
mercial APT defense solutions, all of which advertise the use of AI or ML in one or more of their 
products (Table 2). We reviewed publicly available material from each organization to assess 
their APT defense offerings. Our analysis was limited by the fact that organizations guard their 
proprietary information, which prevented us from fully evaluating the technical details and perfor-
mance characteristics of all solutions. Nonetheless, we were able to identify some of the types of 
functionality provided by each organization. 

3.1.2 Results 
Table 2 presents a summary of the APT defenses that each organization offers. The table also 
shows the AI techniques used in their products along with whether their solutions focus on threat 
monitoring, detection, or mitigation.  
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Table 2: Comparison of Commercial APT Defense Products 

Organization AI Methods Described Monitoring Detection Mitigation 

Vendor 1 Not identified    

Vendor 2 Not identified    

Vendor 3 General linear model, tree-based method, support 
vector machine    

Vendor 4 Not identified    

Vendor 5 Ensemble    

Vendor 6 Not identified    

Vendor 7 Tree-based methods    

Vendor 8 Neural networks    

Vendor 9 Not identified    

Vendor 10 Not identified    

Vendor 11 Not identified    

Vendor 12 Neural networks, reinforcement learning    

Vendor 13 Not identified    

Vendor 14 Neural networks    

Vendor 15 Neural networks    

Vendor 16 Not identified    

Vendor 17 Not identified    

Vendor 18 Neural networks    

Vendor 19 Not identified    

Vendor 20 Probabilistic graphical models, hierarchical clustering, 
locality sensitive hashing    

Vendor 21 Expert systems    

Vendor 22 Neural networks    

Green = Yes; Orange = No 

As shown in Table 2, all products offered some form of threat detection (i.e., anomaly detection 
or pattern matching). These products primarily focused on threat detection, antivirus, event corre-
lation, phishing email detection, blacklists, and vulnerability detection. All products also included 
some form of monitoring. Since detection methods are applied to data sources, monitoring is nec-
essary to drive effective detection. 

Only 8 of 22 organizations provided products for threat mitigation. Of these, 6 used graph analy-
sis to trace threats within a network, 2 involved honeypot defenses, and 1 used both honeypot and 
moving target defenses. 

All organizations claimed to use AI, yet few explained precisely how. As seen in Table 2, 6 or-
ganizations reported using neural networks, and 2 reported using tree-based algorithms. Each of 
the remaining methods (i.e., general linear models, support vector machines, ensembles, 
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reinforcement learning, probabilistic graphical models, hierarchical clustering, and expert sys-
tems) was reported by only a single organization. Lastly, only 3 organizations reported perfor-
mance benchmarks: 
• Vendor 6 reported 99% recall. 

• Vendor 16 reported 95% recall on new threats. 

• Vendor 22 reported 99.98% accuracy.  

These values are difficult to interpret without context. The more general point is that commercial 
APT defenses are not described in sufficient detail to predict their performance in new and differ-
ent settings. 

3.2 Bibliometric Analysis 
Bibliometric analysis involves using quantitative techniques to analyze bibliometric data, such as 
academic publications and citations [Borgman 2005]. The goal of this analysis is to gain insight 
into the intellectual structure and emerging trends in a particular field of study. In this section, we 
report the results of our bibliometric analysis of APTs and the growing role of AI in this area. 

3.2.1 Methods 
We collected document data from Scopus, a database that contains approximately 90 million rec-
ords from hundreds of thousands of curated journals and proceedings [Scopus 2024]. We limited 
our search to journal articles and conference papers from 2010 to 2022 that included variations of 
the phrases cybersecurity or advanced persistent threat in the title, keywords, or abstract. From 
these articles, we identified those that also included variations of the phrases machine learning or 
artificial intelligence in the title, keywords, or abstract. 

3.2.2 Results 
Figure 3 shows the annual growth of publications about cybersecurity (left) and APTs (right) from 
2010 to 2022. During this time, the growth of publications in both areas was exponential. 

Figure 3 also shows the annual growth of AI-focused publications on these topics from 2010 to 
2022. In 2017, the total number of AI-focused publications about cybersecurity and APTs reached 
207 and 18, respectively. Just five years later in 2022, the numbers reached 6,021 and 251. Thus, 
the number of new academic papers on cybersecurity and APTs each year has exploded, and ones 
that focused on AI made up a growing share. 
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Figure 3: Cumulative Number of Indexed Publications About Cybersecurity and APT from 2010 to 2022 

Next, we investigated the AI approaches explored in APT research. To ensure comprehensive 
coverage, we expanded our dataset by incorporating 114 additional records from Web of Science 
(WoS), a curated database of journal and conference papers that partially overlaps with Scopus 
[Clarivate 2024]. We then standardized the keywords and categorized them into seven classes of 
AI and ML techniques: 
• graph model 

• natural language processing 

• optimization 

• reinforcement learning 

• unsupervised learning 

• game theory  

• supervised learning 

For instance, we grouped keywords such as support vector machine, gradient boosting, and ran-
dom forest under supervised learning, and we grouped k-means and clustering under unsupervised 
learning. 

Figure 4 illustrates the number of publications that contain keywords that correspond to the seven 
classes of AI and ML techniques over the entire period. Because each publication could contain 
more than one keyword, we counted some articles in more than one category. Our analysis re-
vealed that the largest percentage of publications focused on supervised learning (31.3 percent), 
followed by game theory (14.7 percent), and then by unsupervised learning (5.8 percent). As we 
discuss in Section 4, the emphasis on supervised learning approaches may be limiting given the 
need for labeled data to use these approaches. This data may not exist for APTs. 
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Figure 4: Total Number of Indexed Papers About APT by AI and ML Class from 2012 to 2022 

3.3 Summary 
In our commercial landscape analysis, we found that many organizations are currently developing 
and advertising (but not specifying) AI-enabled APT defenses. These include well-established or-
ganizations with broad offerings as well as those with a narrower focus. Among the organizations 
that describe aspects of their AI-enabled solutions, neural networks are the most common ap-
proach they used. However, these methods and performance characteristics are not described in 
enough detail to determine whether they will be effective against different threats or in different 
settings. As compared to traditional cyber-defense products, this concern is exacerbated for ML-
enabled products due to their reliance on the data sets and environments used in training. 

Many products that incorporate AI also include traditional cybersecurity techniques, such as al-
lowlists/denylists, signature matching, and firewall rules. Traditional techniques are useful for de-
tecting known threats, while AI and ML can help identify novel ones. The point is that commer-
cial products are using AI to augment (not replace) other APT defenses. 

In our bibliometric analysis, we found that the number of publications that cover cybersecurity in 
general, and AI specifically, has exploded since the early 2010s. In terms of the taxonomy of AI 
defenses described earlier, academic literature that covered supervised and unsupervised learning 
tends to map to detection, whereas the literature on game theory maps to mitigation. The differ-
ence in the proportional share of the number of papers on these topics suggests that AI use cases 
for detection are more mature than ones for mitigation. 

Should organizations invest in the development and transition of AI-enabled APT defenses arising 
from academic research? In Section 4, we critically evaluate this academic body of work. To pre-
view, we find that many technical and implementation challenges remain. Thus, as compared to 
commercial AI products, AI systems described in APT research have lower technology readiness 
levels. To transition these systems into use, organizations would first need to invest time and 
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resources. However, in doing so, it could provide stronger assurances about the behaviors and per-
formance of the resulting systems. Further, while developing systems, organizations could take 
steps to ensure that they adhere to guidelines for safe AI, as detailed in publications like NIST’s 
Artificial Intelligence Risk Management Framework (AI RMF 1.0) [NIST 2023]. 
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4 Challenges in APT Defense 

APTs pose at least three distinct challenges that have been partially addressed through academic 
research: 
• Challenge 1: Detecting Novel Attacks. Detect intrusions that use zero-day exploits or that 

use known exploits in new ways. This is a detection problem that requires probabilistic judg-
ments based on the features of cyber events, since each APT is unique and differs from past 
attacks. 

• Challenge 2: Low-and-Slow Movements of the Attacker. Integrate low-level indicators 
into a comprehensive assessment of an APT. This is a sensemaking problem. APTs move 
slowly and attempt to evade detection. Methods for understanding cyber events must gather 
and combine information from multiple weak indicators. 

• Challenge 3: Defending a Complex Attack Surface. Defend complex attack surfaces pre-
sented by large networks. This is a decision problem. APTs may target multiple nodes, sys-
tems, and vulnerabilities in a network, making it challenging to block, detect, and evict at-
tackers. To do so effectively, defenders must deploy limited resources efficiently and consider 
the values of nodes; attackers’ objectives; and their tactics, techniques, and procedures.6 

In this section, we explore how AI research attempts to address these challenges. 

4.1 Challenge 1: Detecting Novel Attacks 
There are two basic types of intrusion detection systems (IDSs): signature-based and anomaly-
based systems:  
• Signature-based IDSs use a database of known attack patterns (i.e., signatures) that have oc-

curred in the past. The primary strength of these methods is that they are effective at blocking 
known threats. Their primary weakness is that they may not detect novel threats. 

• Anomaly-based IDSs involve constructing models of normal network traffic and using those 
models to detect when traffic is abnormal. The primary strength of these methods is that they 
do not depend on the signature of a particular type of known attack. The primary weakness of 
these methods is that not all anomalies are threats, and not all threats produce anomalies.  

While neither type of IDS can detect all threats, both can detect some threats, which justifies their 
inclusion in an ensemble of defenses. 

ML is a natural method for creating signature-based and anomaly-based IDSs. The complexity of 
cyber data is that human analysts may not know the optimal sets of rules to use for monitoring 
and sorting events. Given historic data, ML techniques can learn effective rules for detecting 
threats and identifying anomalies. There has been extensive research in this area [Bhuyan 2013]. 

___________ 
6  APTs can be introduced outside the target environment. For example, they can be introduced earlier in the sup-

ply chain. Thus, APT defenses must also be applied outside the target environment. 
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The resulting collection of ML-based IDSs can be categorized into two classes based on the type 
of learning they use: supervised and unsupervised, which we explore next. 

4.1.1 Problem Definitions 
In supervised learning, a model is trained to accurately predict the labels or values of future out-
comes. For example, it may determine whether a cyber event is malicious or benign, as show on 
the left side of Figure 5. The model is trained using historic data, and each cyber event in the his-
toric data is represented as a record with a set of input features. Examples of these features in-
clude source IP address, destination IP address, protocol, packet size, and packet timing (in the 
case of NetFlow data). Each record also has a label, such as whether it was normal or anomalous 
traffic.  

Supervised learning trains a model to accurately predict the labels for each record given its corre-
sponding input features. Once trained, the model can be used to classify new events as normal or 
anomalous. 

 
Figure 5: Supervised and Unsupervised Learning 

In unsupervised learning, a model is trained from unlabeled data, as shown on the right side of 
Figure 5. Unlike supervised learning, which attempts to predict outcomes, unsupervised learning 
attempts to discover the structure of the data itself. One use of unsupervised learning in IDSs is to 
identify anomalies as events that are distant from most other events, which are assumed to be be-
nign.  

Choosing between supervised and unsupervised learning depends on the availability of labeled 
training data. If a large amount of correctly labeled data is available, supervised learning can be 
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used. However, the application of supervised learning methods to APT detection presents the fol-
lowing three challenges: 
1. Since most traffic is normal, historic data may contain few examples of attacks.  
2. Since APTs seek to avoid detection, data labeled as benign may contain attacks. 
3. Given their novel and evolving nature, new APTs may not resemble historic attacks. 

Unsupervised learning does not require labeled training data, making these techniques comple-
mentary to supervised learning. A key assumption is that anomalies can be characterized by some 
measure of distance from normalcy (e.g., the Euclidean distance between two vectors of continu-
ous variables). However, the application of unsupervised learning methods to APT detection pre-
sents the following two challenges: 
1. Measures of distance are calculated with respect to the features provided. Given the high di-

mensionality of cyber data sources, domain knowledge—including assessment of potential 
adversary tactics to conceal actions—must be used to select only the most meaningful fea-
tures. 

2. Data may be anomalous in many ways. Thus, while unsupervised learning methods may dis-
cover an underlying structure, the structure may not separate benign from malicious events. 

The implication is that to successfully apply supervised or unsupervised learning to IDSs, the 
methods must be tailored to the data and environment of the use case. 

4.1.2 Academic Research on Anomaly-Based IDSs 
Buczak and Guven extensively review intrusion detection methods that use ML [Buczak 2015]; 
they provide examples of signature-based and anomaly-based detection methods that use a variety 
of ML approaches: artificial neural networks, association rule mining, Bayesian networks, cluster-
ing, decision trees, ensemble learning, evolutionary computation, hidden Markov models, induc-
tive learning, naïve Bayes, sequential pattern mining, and support vector machine.  

The methods that Buczak and Guven describe in their paper, though developed for use in other 
domains and settings, are applicable to signature-based and anomaly-based detection. However, 
the authors note that, in tasks like detecting abnormalities in medical images, features and out-
comes change very gradually. In cybersecurity, attacker behaviors may change daily, which has 
implications for the concurrency of data available to train models, the importance of monitoring 
model performance, and the frequency of model updates.  

In 2017, Aburomman and Reaz survey the intrusion detection literature surrounding ensemble 
methods [Aburomman 2017]. There are many ML approaches that can be used for classifica-
tion—categorizing records into separate groups (e.g., benign versus malicious events). The intui-
tion behind an ensemble approach is that, although the predictions of different methods are corre-
lated, they provide distinct information. Thus, the predictions of many weak classifiers can be 
aggregated so that they outperform any one classifier. Further, ensemble classifiers may be more 
difficult to defeat because they employ multiple methods with different vulnerabilities. 
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In 2020, Ferrag and their coauthors surveyed research on deep learning methods for intrusion de-
tection [Ferrag 2020]. One of the key strengths of deep learning methods is their ability to learn 
complex relationships between input features and outcomes. Given the complexity of cyber data, 
this ability may allow deep learning methods to outperform other supervised learning approaches. 
In their review, Ferrag and their coauthors considered applications of recurrent neural networks, 
deep neural networks, restricted Boltzmann machines, deep belief networks, convolutional neural 
networks, deep Boltzmann machines, and deep autoencoders to intrusion detection. They found 
that these and other deep learning methods performed well. 

4.1.3 Future Research Directions for Anomaly-Based IDSs 
The significant and sustained interest in AI-based network intrusion detection methods, especially 
for anomaly detection, suggests that ML may ultimately play an important role in practical intru-
sion detection. However, several challenges must be addressed for this to occur. Table 3 summa-
rizes these challenges along with potential solutions. 

Table 3: Challenges and Solutions for Anomaly-Based IDSs 

Challenge Description Solutions 

Data efficiency Although stores of cyber data may be vast, 
they can contain few examples of attacks. 
Additionally, due to the evolving nature of 
threats, historic data may quickly lose its 
concurrency. 

• Use data-efficient learning methods. 
• Apply transfer learning. 
• Apply data-augmentation techniques. 
• Use Bayesian methods and other 

approaches that can leverage expert 
knowledge. 

False alarms False alarms refer to benign events classified 
as malicious. Given the high volume of 
information that cybersecurity teams must 
handle each day, even a system with a low 
false alarm rate can produce an unacceptable 
increase in operator workload. 

• Work with frontline workers to set 
acceptable thresholds to balance false 
alarms and misses. 

• Improve algorithm performance. 
• Explore ways to combine detectors to 

reduce false alarms. 

Model drift Network traffic patterns naturally change over 
time. Additionally, attackers are constantly 
developing new methods to evade detection. 
Thus, the performance of detection methods 
will degrade over time.  

• Continuously monitor environment drift. 
• Continuously monitor model performance. 
• Frequently retrain models. 
• Use methods that are robust against 

environment change. 

Computational 
complexity 

Some network defenses must be applied in 
real time. Additionally, these defenses may 
need to be applied by edge computing 
devices. The computational complexity, or 
time needed to run inference algorithms for 
detecting threats, may limit their applicability. 

• Measure time complexity during testing. 
• Develop low-power and high-performance 

edge computing devices. 
• Explore options for distributed and cloud-

based processing. 

Explainability Some ML methods trade off explainability for 
performance. To engender trust and enable 
verification, human operators must be able to 
understand how algorithms arrived at their 
decisions. 

• Select inherently interpretable methods. 
• Integrate explanation interfaces with 

complex models. 
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Challenge Description Solutions 

Benchmarking Lack of agreed-on measures of performance 
(MoPs), measures of effectiveness (MoEs), 
and benchmark data sets, make it difficult to 
perform an “apples-to-apples” comparison of 
ML methods. 

• Reach consensus in the cyber-defense 
community about relevant MoPs and 
MoEs. 

• Evaluate methods using those metrics. 
• Evaluate methods using a holdout data set 

and independent data set to assess 
generalizability. 

Replicability Replicability (i.e., the ability to reproduce 
another researcher’s work and arrive at the 
same conclusions) is a general challenge in 
science. This also extends to implementing 
ML systems. 

• Adopt minimum reporting standards to 
ensure replicability of cyber ML results. 

• Make models and methods available in 
code repositories. 

4.2 Challenge 2: Low-and-Slow Movements of the Attacker 
Low-and-slow movements are the hallmark traits of an APT. The attacker makes strategic and in-
cremental steps over a long period of time (sometimes years), taking time to plan the next move. 
Therefore, a central challenge in APT detection is recognizing a sequence of events occurring 
over a long period of time, when each individual event might not be alarming but the events in ag-
gregate indicate a possible APT. A related challenge, “needle in a haystack,” is when the evidence 
of these steps can be masked by the very high volume of normal traffic. 

Figure 6 shows a simplified version of the problem of correlating indicators and arriving at a 
high-level interpretation of events. The underlying state of the environment, which cannot be di-
rectly observed, indicates whether an APT is underway. Defenders observe streams of indicators, 
which provide weak and imperfect evidence of an APT. By integrating information from indica-
tors across time, defenders can amplify weak signals, boosting detection. Integrating information 
can also mitigate noisy signals and reduce false alarms. 
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Figure 6: APT Evidence Accumulation 

4.2.1 Academic Research on Event Integration 
MLAPT [Ghafir 2018] and HOLMES [Milajerdi 2019] are two APT detection frameworks that 
involve integrating lower level alerts to identify sequences of events that might be part of the 
same APT.  

MLAPT uses three main steps: threat detection, alert correlation, and attack prediction. In the 
threat detection step, network traffic is monitored, and alerts are generated for disguised executa-
ble file detection, malicious file hash detection, malicious domain name detection, malicious IP 
address detection, malicious Secure Sockets Layer (SSL) certificate detection, domain flux detec-
tion, scan detection, and Tor connection detection. In the alert correlation step, MLAPT clusters 
individual alerts so that each cluster contains events potentially generated by the same APT. Fi-
nally, in the attack prediction step, an ML model is used to predict the likelihood of events in 
each cluster evolving into a full APT attack, which provides network security team members with 
a mechanism to triage their work.  

HOLMES starts with audit logs from multiple hosts and captures events relating to users, files, 
memory, processes, and network connections. Next, a provenance graph of the log data is con-
structed in which the vertices represent processes and objects, and the edges represent dependen-
cies between processes and objects. HOLMES then can be used to map low-level audit log events 
through an intermediate layer of rules and up to high-level APT steps. Scenario graphs are con-
structed that contain events that have occurred in the correct sequences to indicate a possible 
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APT. Finally, a ranking scheme is applied to the scenario graphs to identify those most indicative 
of a possible APT. 

Both MLAPT and HOLMES share the idea that they can integrate multiple low-level indicators 
into intermediate and high-level representations of APTs. This integration might reduce the total 
number of false alarms, amplify weak alerts associated with one another, and present interpretable 
evidence of APTs to human analysts. MLAPT and HOLMES are not far removed from work on 
automated indications and warnings because these frameworks integrate signals arising from these 
automated detectors. 

4.2.2 Future Research Directions for Sensemaking 
There has been far less research about automated sensemaking than AI-based intrusion detection. 
Currently, the primary challenge is to demonstrate feasible technical approaches for using AI to 
extract meaning from streams of event alerts and indicators. MLAPT and HOLMES were evalu-
ated using a private dataset and another one provided by the Defense Advanced Research Projects 
Agency (DARPA) Transparent Computing Program. While the results of the evaluations are 
promising, further testing is needed. Table 4 summarizes the challenges for automated sensemak-
ing along with potential solutions. 

Table 4: Challenges and Solutions for Automated Sensemaking 

Challenge Description Solutions 

Effective technical 
approaches for 
information integration 

Intrusion detection is essentially a supervised 
learning problem that can draw on well-established 
solutions from non-cyber domains. Bayesian and 
graph-based methods for sensemaking are less 
technically mature. 

• Conduct literature reviews to 
discover promising methods from 
non-cyber domains. 

• Invest in developing Bayesian and 
graph-based methods for 
sensemaking. 

Dependence on 
detectors 

Alerts arising from lower level detectors provide 
inputs to sensemaking systems. System performance 
depends on the performance of low-level detectors. 

• Invest in developing low-level 
detectors. 

Passive nature of 
information searching 

Systems have access to predetermined elements of 
information; whereas human analysts may actively 
seek different information. 

• Invest in developing active sensing 
capabilities to allow systems to 
seek information and disambiguate 
scenarios. 

Decoupling 
simultaneous attacks 

In a large enterprise, multiple indications and 
warnings, though occurring in close temporal 
proximity, may nonetheless arise from different 
attackers. 

• Test system experiences for 
multiple concurrent APTs. 

4.3 Challenge 3: Defending a Complex Attack Surface 
Many cybersecurity problems involve decision making in uncertain, multi-agent conditions. 
Game theory provides a set of mathematical tools for formalizing and informing these types of de-
cisions [Kamhoua 2021]. The chief benefit of applying game theory to cybersecurity is that it 
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enables rational decision making. Subject to the set of assumptions made about the problem and 
adversary, game theory provides provably optimal strategies. 

Multi-agent reinforcement learning (MARL) is a sub-field of reinforcement learning used to study 
the behaviors of agents that coexist in shared environments. Each agent is motivated to maximize 
its rewards. MARL relates to game theory, but it provides distinct computational tools for inform-
ing cybersecurity decisions [Kamhoua 2021]. The chief benefit of applying MARL to cybersecu-
rity is that it enables adaptive decision making. As the problem and adversary change, MARL 
provides evolving strategies. MARL may also be used to find good strategies when the complex-
ity of the problem makes it impractical to find optimal ones. 

4.3.1 Academic Research on Building APT Defenses 
The bibliometric analysis reported in Chapter 2 found 49 articles on game theory defenses for 
APTs and 14 articles on MARL defenses.7 Following the application-based classification scheme 
that Kumar and their coauthors use [Kumar 2021], we placed each article into one of the follow-
ing four categories: 
• Resource allocation. Distributing resources to reduce the likelihood of successful attacks 

• Deception. Using honeypots, moving target defenses, and other forms of deception to propa-
gate false beliefs and cause attackers to act against their vested interests 

• Information leakage. Implementing defenses to reduce the inadvertent disclosure of sensi-
tive information to an attacker 

• Optimal design. Balancing the security benefits of reactive measures, (e.g., scanning, back-
ing up, or restoring nodes) with financial costs and a system’s overall quality of performance 

Figure 7 shows the number of game theory and MARL papers in each category. There were far 
more game theory papers; this was due, in part, to the fact that game theory has a long history, 
whereas MARL only emerged recently. Both game theory and MARL papers overwhelmingly fo-
cused on optimal design and resource allocation. Finally, articles on resource allocation and de-
ception tended to focus on preventing intrusions, whereas articles on information leakage and op-
timal design tended to focus on mitigating damage from intrusions. Thus, a near equal share of 
papers concerned proactive and reactive APT defenses. 

___________ 
7  Seven articles included both game theory and MARL. This is because MARL can be applied to many of the 

same problems as game theory and can give approximate solutions when it is infeasible to find optimal ones 
using game theory. 
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Figure 7: Number of Academic Papers About Game Theory and MARL Defenses Against APTs 

Many canonical problems studied in game theory make the following strong assumptions: 
• The game includes exactly two players. 

• Players have complete and perfect information about game objectives, actions, and payoffs. 

• The game is unchanging. 

• Players are rational. 

These assumptions rarely hold for defending against APTs. Thus, these assumptions must be re-
laxed to create valid APT games. The articles we reviewed addressed these issues to varying de-
grees. 

Multiple Attackers 
An organization must defend against multiple attackers, each with different objectives and strate-
gies. This complicates matters due to the exponential growth in the size of the joint action space 
the defender must consider. Ultimately, no single defense strategy can be effective against all at-
tackers. 
• Game theory researchers have analyzed multi-player games, but the resulting methods have 

not been widely applied in the cyber domain [Papadimitriou 2005]. However, some work on 
multi-player cyber defense problems has explored how multiple defenders can exchange in-
formation to derive strategies from their collective experience [Zhu 2022]. 

• MARL does not depend on a model of the attacker and can be applied to problems with mul-
tiple attackers [Zhu 2022]. However, as the number of attackers increases, more training 
might be needed to arrive at a high-performing solution. 
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Uncertainty 
Due to the stealthy nature of APTs, a defender might have only partial information about compro-
mises already present in a system. Further, a defender might have only partial information about 
an attacker’s identity, motivation, and capabilities. In other words, the defender must make deci-
sions with imperfect and incomplete information.8 
• Game theory literature related to APTs contains examples of games with imperfect and in-

complete information. Many of these papers solve for a Bayesian Nash equilibrium, a strategy 
profile that maximizes expected utility subject to a player’s beliefs about the state of the envi-
ronment and about other players, which may be uncertain [Huang 2020, Kinneer 2019]. Other 
papers address methods for gathering information to reduce uncertainty about the attacker 
[Kinneer 2019]. Importantly, uncertainty in APT games almost always relates to the attacker 
type. Real-world problems include additional sources of uncertainty, such as sensor noise, be-
havior of third-party players, and other chance events. Accounting for these forms of uncer-
tainty yields better quality solutions, but it may be computationally intractable. 

• MARL does not depend on a model of the attacker or the environment. Given enough train-
ing, it will arrive at a high-performing solution without resolving these sources of uncertainty. 
However, if the attacker or the environment changes, the model must be (partially) retrained. 

Multi-Stage Games 
APT attacks are, by definition, multi-stage. As the attacker progresses toward an objective, the 
state of the problem changes. This in turn necessitates dynamic defense strategies. 
• Game theory papers related to APTs represent games as a branching tree of choice points, 

which they solve by decomposing outcomes into immediate and future-stage rewards [Huang 
2018, Xiao 2020]. However, while exact methods exist, they have high computational com-
plexity and may not be scalable for real-world APT defenses. 

• MARL learns the values of actions in particular states, which naturally correspond to differ-
ent stages in a game. The values reflect the immediate and discounted future reward expected 
following an action. Several APT papers use learning-based approaches to find good policies 
for multi-stage games [Moothedath 2020, Sahabandu 2020]. However, these policies are not 
provably optimal. 

Repeated Play 
Because APTs are persistent, an attacker may repeatedly interact with a defender. The attacker 
may adopt new strategies across the sequence of interactions. Likewise, the defender may adopt 
new strategies based on information learned about the attacker. 
• Game theory enables the development of games that involve repeated choices. One approach 

used in these games is to gather information during each interaction to update expectations 

___________ 
8  In games with incomplete information, players do not have full information about their opponents or about the 

structure of the game itself. In games of imperfect information, some aspects of play, such as an opponent's 
previous moves, are hidden from view. 
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about the attacker type [Bakker 2020, Halabi 2021]. In this way, the defender can adopt tai-
lored strategies. 

• MARL enables the development of repeated-choice games that update the estimated utility of 
taking different actions based on experience [Abass 2017, Moothedath 2020, Sahabandu 
2020]. Asymptotically, these learning-based approaches arrive at optimal strategies. Further, 
in non-stationary environments, they continue to shift to new strategies as the environment 
changes. A drawback is that they are sample inefficient, so they may require a tremendous 
amount of training to approach an acceptable level of performance. 

Subjective Utility 
As human beings or nation states, APT attackers are not rational in the sense of maximizing ex-
pected utility. For example, an attacker may select actions that yield immediate rewards at the ex-
pense of larger future rewards. Deviations from expected utility theory are well documented in the 
behavioral sciences [Kahneman 2013], and these findings have implications for APT defenses. 
• Game theory literature related to APTs includes two forms of deviation from rationality. The 

first relates to suboptimal decisions arising from players’ mistaken beliefs about unobservable 
information, such as the type of opponent they are facing. Methods for dealing with imperfect 
and incomplete information permit defenders (and attackers) to make boundedly rational de-
cisions in these cases. The second form of deviation relates to subjective evaluations of varia-
bles like value, probability, and time. With respect to value and probability, several papers 
use prospect theory to model an asymmetric function in which losses “feel” worse than equiv-
alently sized gains [Tian 2020, Xiao 2018, Xu 2016]. With respect to time, some papers have 
applied exponential discounting to future rewards to assign greater weight to near-term out-
comes [Merlevede 2021, Van Dijk 2012]. 

• MARL does not depend on a model of the attacker. Given enough training, it may arrive at a 
high-performing solution that exploits an attacker’s cognitive biases. 

4.3.2 Future Research Directions for Game Theory and MARL to Aid APT Defense 
Aspects of APTs can be framed as games. By doing so, mathematical and computational tools 
from game theory and MARL can be applied to APT defense. Notwithstanding the significant 
progress in this area, several barriers must be overcome to transition game theory and MARL re-
search into practice. Table 5 summarizes challenges for active APT defenses along with potential 
solutions. 
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Table 5: Challenges and Solutions for Active APT Defenses 

Challenge Description Solutions 

Acquiring game 
models 

Game theory methods depend on game definitions, 
including actors, actions, states, rewards, and 
preferences. Although MARL does not directly 
operate on these definitions, a game model is still 
needed to create the simulation environment and 
train the agent. In cyber defense, the decision and 
action space may be especially large and hard to 
define. Further, it may be difficult to assign objective 
values to certain outcomes in the cyber domain.  

• Maintain system-design documents 
to characterize the environment. 

• Conduct workshops with diverse 
stakeholders to define the benefits 
and consequences (i.e., utility) of 
different outcomes. 

Scalability Given the complexity of cyber defense problems and 
the time-sensitive nature of responses, game theory 
methods must employ suitable simplifications to 
arrive at acceptable quality solutions in a reasonable 
amount of time. MARL solutions leverage pre-trained 
networks, and can thus act quickly at the time of 
deployment. Still, as the complexity of the problem 
increases, it may become difficult to train MARL 
systems. 

• Evaluate the time complexity of 
methods and the feasibility of 
deploying them on different 
computational resources. 

• Adopt methods that constitute an 
attractive tradeoff between speed 
and accuracy. 

Explainability Deep neural networks are black-box models, 
meaning that humans, even those who design them, 
may not understand how they arrive at their outputs. 
All the MARL papers we reviewed used deep 
reinforcement learning. Thus, the logic underlying 
MARL policies are hard to explain to human decision 
makers, let alone to formally verify. 

• Develop and integrate 
explainability interfaces with deep 
learning methods. 

Benchmarking Of the over 60 game theory and MARL papers we 
evaluated, one used a fielded setting to validate its 
solution, 11 used medium-fidelity simulation 
environments, 30 used low-fidelity simulation 
environments, and the rest presented theoretical 
forms of validation. The lack of standardized 
environments, metrics, and tools for evaluating game 
theory and MARL solutions for APTs makes it difficult 
to determine their relative effectiveness and 
technological maturity. 

• Reach consensus in the cyber-
defense community about 
relevant MoPs and MoEs. 

• Evaluate methods using agreed-
on problems and simulation 
environments. 

4.4 Summary 
Academic research on AI-enabled APT defense addresses three challenges: 
1. detecting threats 
2. making sense of multiple threat indicators 
3. selecting effective and efficient defense policies 

In the academic literature we reviewed, most methods for detection and sensemaking use super-
vised and unsupervised learning, whereas most methods for selecting policies use game theory or 
MARL. The performance of AI in academic papers is promising, yet several challenges must be 
overcome to transition these algorithms to practice. 
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5 Practical Steps Toward Using ML for APT Defense in Real 
Networks 

Based on our landscape analysis and literature review, we recommend that organizations consider 
leveraging AI for APT defense for the following reasons: 
• Many of the papers we reviewed include computational experiments on synthetic or real data. 

The performance of AI methods reported in these papers is promising, suggesting that AI may 
ultimately play an important defense-in-depth role in APT defense. 

• Certain APT attributes require more flexible approaches to detection, sensemaking, and plan-
ning than traditional methods offer. For example, zero-day exploits, which differ from past 
attacks, may evade detection by signature-based methods. However, anomaly-based detection 
methods using AI are well established in many fields and are designed to detect deviations 
from normalcy without relying on past event signatures [Chandola 2009]. As such, these 
methods may also be useful for detecting anomalies resulting from novel attacks. 

• Building AI solutions for a specific network has several indirect benefits, including increasing 
the organization’s knowledge of its cyber defenses and vulnerabilities. These benefits can be 
realized even if the AI solutions are not fully deployed. 

In this chapter, we present a general framework for incorporating AI into APT defense. Organiza-
tions can incrementally apply some, but not all, of the steps contained in the framework. These 
efforts do not need to be costly, and they can be led by internal cybersecurity personnel with ex-
perience in data science. 

5.1 Framework for Including Tailored AI Applications into APT Defense 
The framework presented in Figure 8 outlines a sequence of steps that organizations can use to 
adopt AI-enabled approaches in their APT defense. The process starts with defining network-spe-
cific problems and ends with deriving effective defense measures and countermeasures. This 
framework is built on three key ideas: 
1. Given the significant differences among organizations, there is no one-size-fits-all AI solu-

tion. To develop tailored applications, an organization must first arrive at a network-specific 
problem formulation. 

2. Network-specific problem formulation is the foundation of all subsequent design decisions, 
and each decision creates the context for downstream decisions. 

3. The framework splits into two branches; different decisions lead to the adoption of (1) AI for 
detection and sensemaking or (2) AI for mitigation. 

We describe each of these steps in Sections 5.1.1–5.1.4. 
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Figure 8: Framework for Incorporating AI-Enabled Techniques into APT Defense 

5.1.1 Network-Specific Problem Formulation 
In the case of detection and sensemaking, the goals of problem formulation are to describe the 
types of attacks an organization may face as well as the indications and warnings of those attacks. 
This information might be developed by systematically reviewing the organization’s highest value 
assets (the most likely APT targets) and mapping the steps an attacker might make to reach those 
assets. This review should consider known vulnerabilities and the weakest links in the network’s 
security. Examples of detectable artifacts include those used by MLAPT: disguised executable file 
detection, malicious file hash detection, malicious domain name detection, malicious IP address 
detection, malicious SSL certificate detection, domain flux detection, scan detection, and Tor con-
nection detection [Ghafir 2018]. 

In the case of mitigation, the goals of problem formulation are to describe the parties who interact 
with and rely on the network, the timescale of interest, and the timesteps for acting. The timescale 
of interest (e.g., days, weeks, months) informs assumptions that can be made about whether the 
environment is stationary or dynamic and whether it can be modeled as a one-shot game or a re-
peated-play game. It also has implications for the scalability of certain algorithms. The timestep 
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for acting (e.g., continuously, at discrete intervals) has implications for the suitability of different 
types of algorithms.9 

5.1.2 Detection and Sensemaking 
The detection and sensemaking branch shown in Figure 8 contains four stages:  
1. Feature Selection. The organization identifies the observable sensor and log file data that 

can serve as indicators of detectable APT artifacts. These indicators might include output 
from existing cybersecurity systems. Some APT artifacts might be observable directly, and 
others may require code to preprocess data into desired formats (e.g., extracting specific in-
formation from log files, transforming text to numeric data). 

2. Data Engineering. The organization develops a system to query the raw data, implements 
any automated preprocessing needed, and stores the resulting feature data in some type of 
structured repository. At this exploratory stage, the system can be ad hoc and does not need 
to operate in real time.  

Given the essential role of data in training ML models, further activities at this stage may in-
volve defining a plan to protect data against adversarial influence [Kurakin 2016]. 

3. Anomaly Detection. ML-based anomaly detection methods have realized value in practical 
industrial settings outside of cybersecurity. For example, the nuclear power industry has de-
ployed these methods for online condition monitoring of industrial systems and components 
[Bickford 2002, Davis 2002, Hines 2005]. Given a set of normal operating data, the organi-
zation trains an ML model (or models) to predict some response that is monitored by sen-
sors. Once deployed, the trained model makes real-time predictions of the expected response. 
Large deviations between the predicted response and the true response, as observed by the 
sensor(s), are flagged as anomalies that require investigation. 

One reason why ML-based anomaly detection is feasible in industrial settings is that the 
models can focus on small, well-defined systems that have a manageable number of features 
known to be important. Of course, defining these features is a challenge in large, potentially 
high-traffic computer networks. However, feasibility improves when the scope of the cyber 
anomaly detection system can be made smaller and more well defined, especially by leverag-
ing analysts who are experienced in the specific system to be monitored. 

4. Alerts Correlation. The organization searches for related alerts over time; it is one of the 
more practical APT detection strategies proposed in the academic research, and it does not 
necessarily require AI. An appealing aspect of this strategy is that it surrounds an APT’s 
hallmark attribute: low-and-slow correlated events that occur over a long period of time. Fur-
thermore, analysts are unlikely to recognize these sequences of searches without the aid of 
automated correlation analysis. 

___________ 
9  Problem formulation may include additional details, such as whether the attacker can first observe defender ac-

tions (e.g., via reconnaissance), or whether attackers and defenders must select strategies without first observ-
ing one another’s decisions. 
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The process generally involves mapping low-level alerts to the potential stages of an APT attack 
model, such as the Lockheed Martin Cyber Kill Chain. Then, sequences of low-level events oc-
curring in the proper time order can be identified as potential evidence of an APT that requires in-
vestigation. HOLMES [Milajerdi 2019] and MLAPT [Ghafir 2018] are two practical correlation-
based APT detection frameworks that can be explored. 

5.1.3 Mitigation 
The mitigation branch shown in Figure 8 also includes three stages: 
1. Defining the State and Action Space. The network attack surface is large and, given the 

multiple configurations possible at each node, high dimensional. Additionally, given the 
emergence of the Internet of Things, the attack surface may be ill-defined and everchanging. 

To determine its most effective defense policies, the organization must first define the extent 
of the network to be defended. The organization must then select suitable approximations to 
represent the state space (i.e., the set of environment conditions that determine the actions to 
be taken). This selection constitutes a tradeoff. Adopting a more detailed representation may 
allow highly tailored actions, yet it comes at the expense of increased computational com-
plexity. Adopting a less detailed representation may allow algorithms to find solutions in a 
feasible amount of time, yet it may yield actions that are not fully optimized to the current 
environment state. 

Aside from defining the state space, the organization must define the action space. Defensive 
strategies may include allocating limited resources across nodes, manually inspecting a sub-
set of all indicators, periodically resetting passwords and restoring systems, establishing 
moving target defenses, partitioning off compromised parts from the rest of the system, rei-
nitializing the system, and deploying honeypots. The levels of each of these strategies deter-
mine the action space. The space, though potentially large, is generally known to the de-
fender.10 

Offensive strategies include different attack vectors. The levels of each of these strategies 
and across the set of attackers may be large and are only partially known to the defender. 
This uncertainty complicates applying game theory, but it does not preclude using MARL. 

2. Defining Costs and Utilities. In one set of cyber defense problems, the defender must allo-
cate a fixed pool of resources in a near-optimal manner. To approach these problems, the or-
ganization must establish the significance of different nodes in the network and the conse-
quences of failing to defend those nodes. This requires assigning subjective values to 
qualitatively different outcomes (e.g., disruption versus data exfiltration). This also requires 
assigning subjective values to related outcomes (e.g., different types of data that may be ex-
filtrated). 

___________ 
10  A concrete example is Libratus, a state-of-the-art game theory agent for playing poker. It uses abstraction to 

reduce the 2.4 billion hands possible in the fourth round of Texas hold’em to 1.25 million buckets [Brown 2017]. 
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In another set of cyber defense problems, the defender must balance reducing cyber risks 
with the costs of taking different actions. In addition to establishing the consequences of dif-
ferent cyber breaches, this balancing requires the defender to establish the costs of different 
actions. These costs may be monetary, relate to the overutilization of the cyber workforce 
due to inspecting more indicators, or relate to the degraded quality of service due to system 
downtime and adopting more restrictive measures. A challenge is that the costs of actions—
like the consequences of outcomes—are subjective. Further, they are on different scales. Not 
having a common currency makes it difficult to balance cost and risk. 

The attacker must also allocate limited resources to achieve subjectively valued objectives. 
These costs and rewards are only partially known to the defender. This uncertainty compli-
cates applying game theory, but it does not preclude using MARL. 

3. Training the Agent. Once the problem formulation is complete, analytic methods can be 
used to find equilibrium strategies. When using MARL, this can entail training the agent in a 
simulation environment. Hyperparameters (i.e., training parameters that affect the quality 
and speed of learning) are crucial in deep reinforcement learning. Thus, problem formulation 
and hyperparameter tuning are both essential to training an effective agent. 

5.1.4 Deriving Effective Defense Policies 
The branches in Figure 8 converge on deriving effective defense policies. These policies may 
come in one of three forms: 
• Detection and Sensemaking only (left path). An organization may use AI to create systems 

for detecting threats and for integrating indicators to arrive at a holistic assessment of threat 
activity. 

• Mitigation only (right path). An organization may use AI to select a defensive strategy 
without using AI-enabled techniques for threat detection. 

• Integrated Policy (both paths). An organization may apply AI for detection, sensemaking, 
and acting. These two sets of activities can occur in parallel. Alternatively, outputs from the 
detection and sensemaking paths (i.e., indicators and warnings) can be passed to the state-
space representation in the action path. In the latter, AI can be used to decide whether and 
how to respond to different indicators. 

5.1.5 Summary 
Commercial development and academic research lay the foundation for two classes of opportuni-
ties to integrate AI into APT defense. The first class applies supervised and unsupervised learning 
to threat detection and sensemaking. Using AI for anomaly detection (i.e., detection) is well estab-
lished and provides near-term opportunities for organizations. AI has not yet been widely used for 
event correlation (i.e., sensemaking). Thus, its use reflects a mid-term opportunity. However, 
given that there are fewer existing methods for sensemaking, applying AI to this problem may be 
more transformative than applying it to anomaly detection. 
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The second class of opportunities deals with establishing proactive and reactive defenses. Once 
again, AI has not yet been widely used for action selection in cyber defense. Given the conse-
quential nature of defender actions, it is unlikely that AI would be used to fully automate decision 
making soon. However, using AI for human augmentation in APT decision making reflects a mid- 
to far-term opportunity. 
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6 Conclusion 

The digital landscape of the 21st century has been marked by a significant increase in cyber 
threats, particularly APTs. These sophisticated, stealthy, and continuous attacks pose a grave risk 
to organizations, often evading detection by traditional cyber-defense techniques. However, the 
rise of AI presents a promising solution to this growing concern. AI, with its ability to learn and 
adapt, offers a robust defense-in-depth strategy against APTs. Yet the transition from research to 
practice is not without its challenges. 

To effectively leverage AI in cyber defense, we must first address several key issues. These in-
clude achieving acceptable levels of accuracy for high-stakes cyber defense problems, reducing 
time complexity to enable real-time decision making, scaling to larger problems, and increasing 
interpretability. These challenges are not insurmountable, but they require concerted effort and 
collaboration within the research community. 

From a research perspective, four recommendations emerge: 
1. Agree on a set of performance metrics. The common metric used to assess AI systems—

accuracy—is necessary but not sufficient for deciding whether to field a system. In the case 
of APTs, other relevant metrics include time complexity, memory demands, training time, 
and robustness to changing inputs. 

2. Evaluate algorithms using more representative data sets and test cases. Much of the 
work on AI systems for APT arises from academic research. Evaluating the resulting sys-
tems with test cases that reflect the complexity inherent in real-world applications, including 
uncertainty, noisy inputs, and a dynamic environment, would advance their technology read-
iness levels. On the one hand, benchmark data sets and test cases should be general enough 
to evaluate methods arising from diverse sources. On the other hand, the more tailored they 
are to a specific organization, the stronger the performance guarantees they permit. That 
said, given the evolving nature of APTs, results obtained with representative data and test 
cases limit AI system performance. 

3. Continue to explore applying AI techniques from other domains to cyber defense. Exist-
ing work on supervised and unsupervised learning has proven fruitful for threat detection, 
and game theory and MARL have shown promise for defense planning. A natural next step 
would be to demonstrate that established academic results can be replicated in operational 
settings. The fusion of threat indicators remains relatively unexplored. Bayesian methods and 
cognitive psychology literature on sensemaking may offer valuable insights into automating 
this process. 

4. Develop methods to increase the explainability of AI systems. The performance of an AI 
system, though paramount, is not the only consideration for its adoption. Because AI systems 
operate alongside human analysts, explainability is also an important consideration. Methods 
for increasing explainability must be developed and integrated with AI-enabled APT de-
fenses. 
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From an organizational perspective, the adoption of AI into defense strategies against APTs can 
begin as research advances. AI methods can address significant gaps in existing defenses, and the 
process of tailoring these defenses to an organization can provide valuable insights into its cyber 
defense posture. 

Two additional recommendations emerge for organizations: 
1. Prioritize adopting AI for threat and anomaly detection. These techniques are mature and 

have been successfully demonstrated in other applied contexts. Additionally, sensemaking 
requires reliable indications and warnings. Finally, since adopting AI for this application 
does not directly involve implementing countermeasures as in the case of AI systems for ac-
tion selection, the risks are lower. Some of the primary considerations while adopting AI 
systems for threat and anomaly detection are to tailor them to specific organizations, seek an 
acceptable level of false alarms, and evaluate them in representative conditions.  

2. Integrate AI into a layered strategy that includes conventional threat detection methods 
and human analysts. AI methods may address a gap, but they are fallible. Thus, they are 
best seen as an element of a defense-in-depth strategy. AI methods adopted for threat and 
anomaly detection can be evaluated in isolation. However, the integrated collection of de-
fense strategies should be holistically evaluated as well. 

Finally, we briefly consider the APT vulnerabilities and defense opportunities presented by gener-
ative AI. Today, without any technical expertise in AI and ML, threat actors can use open source 
tools to create deepfake videos, audio, and text that encourages targeted people (e.g., employees 
in an organization) to reveal information or take some action. For example, in 2022 a deepfake 
video of Ukrainian President Volodymyr Zelenskyy directed his country’s soldiers to surrender to 
Russian forces [Allyn 2022]. In 2024, a robocall containing an AI-generated impersonation of 
United States President Joe Biden circulated in an apparent attempt to suppress voting in New 
Hampshire [Swenson 2024]. Also in 2024, deepfake images of United States presidential candi-
date Donald Trump surrounded by Black voters circulated in an apparent attempt to encourage 
African Americans to vote Republican [Spring 2024]. LLMs can also be used to generate con-
vincing fake news articles and effective clickbait [Chen 2023]. 

Defending against APTs that leverage generative AI should currently focus on forged media de-
tection. Methods used to detect media created by generative AI is a significant area of active re-
search, and some detection tools are currently available. For example, in July 2024, the Semantic 
Forensics program of the Defense Advanced Research Projects Agency published a catalog that 
includes methods to identify AI-generated text, images, audio, and video [DARPA 2024]. While 
more research is needed to improve reliability, organizations that might be vulnerable should con-
sider using (or at least tracking) available detection methods.  

Opportunities for using generative AI to defend against APTs, regardless of whether the threat ac-
tor uses generative AI, could be developed with additional research. For example, given a se-
quence of words, LLMs can predict the most likely sequence of words to follow; for example, this 
capability can be used to auto-complete text in word processors and computer code in integrated 
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development environments. With additional research, language-based models might be trained to 
recognize normal sequences of logs for network traffic and/or endpoint activity. Such models 
might be used as anomaly detectors to identify unusual log sequences. Additional areas where 
generative AI might assist APT defense include automating the creation of convincing honeypots, 
having LLMs analyze security-related code, and assisting security teams with triaging alerts and 
monitoring through the summarization capabilities of LLMs. 

In conclusion, the rise of APTs presents a significant challenge to organizations, but the growth of 
AI offers a promising solution. By addressing key challenges and following the recommendations 
outlined above, organizations and the research community can work together to harness the poten-
tial of AI in cyber defense. 
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Appendix 

Game Definitions 
A game consists of three elements: 
1. the set of players 
2. the set of actions each player may take 
3. the payoff function that describes the payoffs each player receives based on the state of the 

game and the actions chosen by other players 

Table 6 shows the Prisoner’s Dilemma, a classic two-player zero-sum game. The two players are 
denoted by the rows and columns. Each player may choose between two actions: cooperate or de-
fect. The payoff function is given by the cell values. If both players cooperate, each suffers a 
small loss (-1). If both players defect, each suffers a moderate loss (-2). However, if one player 
cooperates and the other defects, the player who cooperates suffers a large loss (-3), while the 
other loses nothing. 

Defection is the strictly dominant strategy; it always results in a better outcome than if the player 
had cooperated. Thus, mutual defection is the Nash Equilibrium. It is the one outcome from which 
a player could only do worse by unilaterally changing their decision. Based on this analysis, a ra-
tional player would defect. 

Table 6: Prisoner’s Dilemma 

 Cooperate Defect 

Cooperate (-1, -1) (-3, 0) 

Defect (0, -3) (-2, -2) 

In the context of cybersecurity, the three elements of games can be operationalized as follows: 
• Players. At a minimum, players include defenders and one or more attackers. 

• Actions. Defenders must decide which nodes or devices to protect or scan, how to use decep-
tive tactics like honeypots, and how and when to deploy moving-target defenses. Attackers 
must decide which nodes or devices to attack and whether and how to exfiltrate data. 

• Payoffs. The defender’s payoffs relate to the consequences of failing to prevent a cyber at-
tack. Payoffs may also reflect costs (i.e., resources or degraded quality of service) associated 
with different defense strategies. The attacker’s payoffs relate to the benefits of conducting a 
successful attack along with the consequences of being detected. Payoffs may also reflect the 
resources needed for different types of attacks.  

MARL problems include, but are not limited to, games like the Prisoner’s Dilemma shown in Ta-
ble 6. As with games, the specification of a MARL problem includes players, actions, and out-
comes. MARL problems also typically specify the set of world states. Not only do joint actions 
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produce rewards or penalties, but they may also change the context for future decisions. Lastly, 
MARL problems typically specify probabilities to capture uncertainty in the outcomes produced 
by different joint actions. 

The key difference between game theory and MARL is in how solutions are reached. In game the-
ory, solutions are derived from mathematical analysis of the problem specification. In contrast, 
MARL solutions are derived through trial-and-error interactions between agents in a simulation 
environment based on the problem specification. 
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Glossary 

Advanced Persistent Threat (APT) Attack 
An attack carried out by an APT group 

Advanced Persistent Threat (APT) Group 
An adversary with sophisticated levels of expertise and significant resources, allowing it—
through the use of multiple different attack vectors (e.g., cyber, physical, and deception)—to gen-
erate opportunities to achieve its objectives, which are typically to establish and extend footholds 
within the information technology infrastructure of organizations for purposes of continually ex-
filtrating information and/or to undermine or impede critical aspects of a mission, program, or or-
ganization or place itself in a position to do so in the future; moreover, pursuing the advanced per-
sistent threat’s objectives repeatedly over an extended period of time, adapting to a defender’s 
efforts to resist it, and determining to maintain the level of interaction needed to execute its objec-
tives 

Anomaly Detection 
A subfield of ML concerned with producing models that identify abnormal inputs 

Artificial Intelligence (AI) 
A subfield of computer science concerned with designing and building intelligent agents that re-
ceive percepts from the environment and take actions that affect that environment 

Attack Campaign 
An ongoing series of cyber attacks or attempted cyber attacks committed by an actor against one 
or more targets 

Backdoor 
An undocumented way of gaining access to a computer system 

Benchmark 
A fixed set of environmental factors and quality metrics used to make objective comparisons 

Classifier 
A model that associates inputs with output categories or a probability distribution over those cate-
gories 

Clustering 
An ML algorithm that takes inputs and finds a natural grouping of the input data into separate 
clusters 

Computer Vision 
A subfield of AI that uses computer programs to perform tasks of visual cognition 
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Convolutional Neural Network 
A neural network with convolutional layers that apply a transformation at each location in the in-
put 

Cyber Kill Chain 
A model for the sequence of actions an attacker must carry out over the course of a cyber attack 

Cybersecurity 
Prevention of damage to, protection of, and restoration of computers, electronic communications 
systems, electronic communications services, wire communication, and electronic communica-
tion, including information contained therein, to ensure its availability, integrity, authentication, 
confidentiality, and nonrepudiation 

Deep Learning 
A type of ML that uses neural networks with multiple hidden layers 

Endpoint 
A remote computing device that communicates back and forth with a network to which it is con-
nected 

Ensemble 
A model that consists of a combination of models and a rule for how to combine the results of 
those models 

Exploit 
A piece of software, data, or a sequence of commands that takes advantage of a bug or vulnerabil-
ity to cause unintended or unanticipated behavior to occur on systems that use or are enabled by 
cyber resources 

Feature 
A property of the raw data present in the observations that comprise a data set 

Feed-Forward Neural Network 
A neural network that sequentially applies each layer to the output of the previous layer 

Game Theory 
A subfield of mathematics that studies the problem of decision making under uncertainty with 
emphasis on the interactions between decision-making beings (i.e., agents) 

Generative AI 
Subset of AI that deals with models that can generate data or content that appears authentic or hu-
man generated 

https://en.wikipedia.org/wiki/Software
https://en.wikipedia.org/wiki/Software_bug
https://en.wikipedia.org/wiki/Vulnerability_(computer_science)
https://en.wikipedia.org/wiki/Vulnerability_(computer_science)
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Graph 
A mathematical structure that is widely used in computer science (A graph consists of a set of ver-
tices and a set of edges, where each edge consists of an ordered pair of vertices. Edges may be di-
rected or undirected. If edges are directed, the first vertex in the edge points to the second [e.g., 
the edge (𝑎𝑎, 𝑏𝑏) means “𝑎𝑎 points to 𝑏𝑏”]. If edges are undirected, the first vertex and the second are 
connected, [e.g., both edges (𝑎𝑎, 𝑏𝑏) and (𝑏𝑏,𝑎𝑎) mean “𝑎𝑎 and 𝑏𝑏 are connected”].) 

Honeypot 
A decoy system or server deployed alongside production systems within a network to act as an 
enticing target for attackers 

Hyperparameter 
A parameter that determines the learning process of an AI or ML algorithm  

Intrusion Detection System (IDS) 
A security technology used to detect and respond to unauthorized activities and potential security 
threats 

Log File 
A computer-generated data file that contains information about usage patterns, activities, and op-
erations within an operating system, application, server, or other device 

Machine Learning (ML) 
An interdisciplinary field combining computer science, mathematics, and statistics to produce 
generalizations, representations, and predictions from data 

Malware 
Hardware, firmware, or software that is intentionally included or inserted in a system for a harm-
ful purpose 

Markov Decision Problem 
A problem from optimal control theory that underlies much of reinforcement learning and AI 
(The problem is the determination of an optimal sequence of actions in a dynamic system with 
discrete time increments, where the next system state or the random process that determines the 
next state depends only on the current state and action taken the current state.) 

Memory 
A device that is used to store data or programs (e.g., sequences of instructions) on a temporary or 
permanent basis for use in an electronic digital computer (Typically, the term memory is used syn-
onymously with random access memory [RAM], a type of computer memory that can be searched 
in any order and changed as necessary.) 

Metric 
A numeric measure that represents some aspect of a model 

https://www.britannica.com/technology/digital-computer
https://dictionary.cambridge.org/dictionary/english/type
https://dictionary.cambridge.org/dictionary/english/computer
https://dictionary.cambridge.org/dictionary/english/memory
https://dictionary.cambridge.org/dictionary/english/search
https://dictionary.cambridge.org/dictionary/english/order
https://dictionary.cambridge.org/dictionary/english/changed
https://dictionary.cambridge.org/dictionary/english/necessary
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Model 
An abstraction or approximation of some aspect of the world (In the context of AI and ML, mod-
els are used to produce predictions or actionable information.) 

Multi-Agent Reinforcement Learning 
A reinforcement learning paradigm in which multiple agents are cooperating or competing with 
one another 

Natural Language Processing 
A subfield of AI that uses computer programs to perform intelligent tasks using text expressed in 
a natural language (e.g., English, Spanish) 

Network 
Information system(s) implemented with a collection of interconnected components, which may 
include routers, hubs, cabling, telecommunications controllers, key distribution centers, and tech-
nical control devices 

Network Node 
An individual device or system within a network 

Network Traffic Flow 
A sequence of IP packets with protocol headers being added to the payload data to facilitate rout-
ing and delivery through the network 

Neural Network 
A type of ML model based on a mathematical abstraction of the human brain, consisting of multi-
ple layers with interconnections between them 

Packet 
The basic unit of communication over a digital network 

Payload 
The portion of transmitted data that is used to fulfill the purpose of the transmission 

Phishing 
Tricking individuals into disclosing sensitive personal information through deceptive computer-
based means 

Predictor 
A feature or combination of features that have been transformed for use in building an AI or ML 
model 

Q-Learning 
A form of reinforcement learning in which the agent learns a Q-table that approximates the cumu-
lative reward expected for taking different actions in each state 
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Recurrent Neural Network 
A neural network that allows connections from later layers to earlier layers or a single layer to it-
self 

Regressor 
A model that associates inputs with a numeric output or a probability distribution over numeric 
outputs 

Reinforcement Learning 
An area of ML that uses ML algorithms to approximate solutions to optimal control problems 

Source Code 
A text listing of commands to be compiled, assembled, or interpreted into an executable computer 
program 

Tactics, Techniques, and Procedures (TTPs) 
The behavior of an actor (A tactic is the highest level description of this behavior, while tech-
niques give a more detailed description of behavior in the context of a tactic and procedures give 
an even lower level, highly detailed description in the context of a technique.) 

Threat Intelligence 
Threat information that has been aggregated, transformed, analyzed, interpreted, or enriched to 
provide the necessary context for decision-making processes 

Vulnerability 
Weakness in an information system, system security procedure, internal control, or implementa-
tion that could be exploited or triggered by a threat source 

Zero-Day Attack 
An attack that exploits a previously unknown hardware, firmware, or software vulnerability 

Zero-Day Exploit 
An exploit that utilizes a zero-day vulnerability 

Zero-Day Vulnerability 
A previously unknown hardware, firmware, or software vulnerability 
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