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Introduction 
Insider threat analysis comes in many shapes and forms, each with its own use cases, prerequisites, and 
pros and cons. The purpose of this paper is to lay out a framework that will help organizations under-
stand and examine different analytical techniques, applications, and use cases so they can select and 
apply the most effective methods to improve their capabilities for analysis. 

Analysis that supports the detection, response, and investigation of insider threat risks and events forms 
a major part of any insider threat program. For this paper, we use the term “analysis” to refer to the 
process of using data, context, and techniques to answer questions or to develop theories or hypotheses. 
This process allows practitioners to detect and vet potential insider risk events and to set operational 
risk tolerances. 

Throughout this paper we also use two other phrases that are important to define up-front: analysis 
capability and analytic technique. We use analysis capability—or capability for analysis—to refer to the 
knowledge and resources required to apply analysis techniques or overall processes for analysis, which 
we also refer to as the analysis process. When we use the phrase analytic technique, we mean a method 
that is applied to data to extract information for interpretation. This term contrasts with “analysis,” which 
we use to mean the full process. To clarify the relationship between the terms, analysis capabilities are 
used to apply analytic techniques within a process to perform analysis. 

The paper is organized into four main sections. The first section outlines various process constructs that 
you can apply to insider threat analysis. In the second section, we discuss the process of collecting data 
and analyzing it to get observables. The second section also covers how to obtain indicators from ob-
servables, and behaviors from indicators. The third section examines how these concepts apply to sev-
eral common insider threat analysis goals. Finally, the last section discusses how to measure the effec-
tiveness of the insider threat analysis you use at your organization. 

Process Constructs for Insider Threat Analysis 
Although there are many ways to classify analysis processes, for the purposes of this paper, we organize 
our initial discussion around the “five W and one H” (5W1H) questions: who, what, when, where, why, 
and how.  
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These questions are useful for our discussion because the answers determine the data and tooling re-
quired to implement an analysis for a given use case. In addition, the information provided by the an-
swers as well as the determination of the data and tooling requirements will also help understand the 
assumptions that managers, analysts, and tool designers make when applying or designing analyses. 
This information will give you a better idea of the biases that exist in your analysis and that you will 
need to mitigate. 

It is worthwhile to clarify that the discussion of the 5W1H questions focuses on atomic analysis pro-
cesses. An atomic analysis process takes input data, performs a processing function, and obtains an 
output (see Figure 1). In many cases, the analyses used in insider threat programs are composed of 
multiple atomic analysis processes, where outputs of one or more atomic processes feed into others (see 
Figure 2), with each step progressing towards an end goal. The analyses performed in each of these 
steps may have different answers to the 5W1H questions. 

 
Figure 1: Atomic Analysis Process 

 

Figure 2: Composite Analysis Process 

In the following sections, we discuss each of the six questions in the 5W1H framework. The aim of this 
discussion is to establish how get useful answers for each question to help decide how to perform the 
analysis required for a given use case. 
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Who Will Perform the Analysis? 

The first W question, “who,” specifies the entity required to perform the analysis for a given use case. 
This “who” is not necessarily, or even usually, a human. Rather, it is any entity that can perform or 
execute an analysis. The potential answers to the “who” question are as follows: 

• Analyst: A human analyst that applies personal discretion and expertise to performance of analy-
sis. He or she may construct analysis processes or execute playbooks using standard analysis 
tools (e.g., spreadsheets, scripts, or generic analysis programs), which he or she either manually 
executes or automates with something like scheduled tasks. The analyst directly interprets re-
sults. Often, these analyses are for tasks such as threat hunting, forensic investigation, and inci-
dent response. 

• Machine: An application that performs a specific task or set of tasks and executes analysis with-
out (human) analyst intervention, often on a continual basis. If the machine acts on results auto-
matically, discretion and decision making is encoded in the application. Otherwise, specific re-
sults can be referred to analysts as alerts or stored for later use by analysts. Often, these analyses 
apply to tasks such as threat detection. 

• Analyst and Machine Team: An application that allows direct analyst interaction to improve the 
analysis process or influence the decisions made on results. For example, an application might 
allow analysts to provide feedback on alerts or decisions which is incorporated automatically into 
future analyses. This process allows for the benefits of automation, and often machine learning, 
while providing analysts the ability to apply some level of discretion and expertise. 

What Form of Analysis Will We Apply to Get the End Result We Want? 

The second W question, “what,” asks about the logical goal for the analysis that we are trying to apply 
to a particular use case. The answer to the “what” question will indicate the end result of the analysis—
generically, what kind of insight we are trying to gain from the information we have. This question is 
similar to the “why” question, but with the point of providing an idea of how the analyst needs to trans-
form the inputs to reach the goal. Possible answers to the “what” question are as follows: 

• Mapping: Analyses that assign evidence to actions of violation. For example, an alert generated 
by a data-loss prevention system or finding a list of unauthorized users that attempted to access a 
sensitive file. 

• Associating: Analyses that combine related evidence. For example, associating a series of failed 
password login attempts to password cracking or credential theft, or relating retrieval of proprie-
tary information to a subsequent data upload to an external server. 

• Descriptive: Analyses that describe a set of data, such as summary statistics or pattern identifica-
tion. 

When Will the Analysis Need to be Executed? 

The third W question, “when,” specifies the time when you will need to execute an analysis given the 
use case. Answers to the “when” question will indicate the point in time in the incident-mitigation pro-
cess when analysis is meant to occur in relation to some reference, rather than in relation to clock time. 
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For insider threat, the reference point can be the occurrence of an insider event. With this reference 
point, possible answers are as follows: 

• Pre-Event: Analysis of data generated before a violation or threat activity. 
• Mid-Attempt: Analysis of data generated during an event, in real time. 
• Post-Event: Analysis of data related to violation or threat activity for event detection or response 

after the fact. 

Where Will the Analysis be Performed? 

The fourth W question, “where,” establishes the location where the analysis will occur. You can deter-
mine the location based on both the use case and the tools used to gather data and implement the anal-
ysis. Potential answers are as follows: 

• Endpoint: Analysis takes place on the device where data is generated, such as forensic investiga-
tion. 

• Tool Specific Hub: An application collects data from endpoints and federates it to a centralized 
server for analysis, such as UAM. 

• Centralized Hub: The location where data is aggregated from multiple applications (applica-
tions themselves may process data from the centralized hub or only feed data to it). Permits anal-
ysis across a range of data sources for multiple users, such as a SIEM or UEBA tool might do. 

• Analyst Specific Workspace: An area where an analyst pulls data on an as-needed basis. De-
pending on the use case and situation, this could be a system, application, or even a physical 
workspace. 

Why Are We Performing the Analysis? 

The fifth W question, “why,” establishes the purpose for conducting an analysis. In contrast to the 
“what” question, the answer to the “why” question is based on the domain-specific goal of the use 
case. Possible answers could be as follows: 

• Threat or Violation Detection: Analysis identifies occurrences of violations or breaches (suc-
cessful or attempted). 

• Risk Evaluation: Analysis determines a risk score for a set of evidence. 
• Prediction: Analysis assigns a likelihood of a future event. 
• Decision Support: Analysis recommends a response or recommendations for next steps based on 

inputs. 

How Are We Going to Construct the Analysis Process? 

The answer to the H question, “how,” establishes the method for conducting the analysis required for 
the given use case. It provides information to define the process of analysis and about process repeata-
bility. Possible answers are as follows: 
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• Ad-Hoc: An analyst applies analysis as seems best at the time. 
• Defined Process: An analyst or machine performs analysis as a set of defined steps or criteria. 
• Learned: A machine is “taught” a model (either on a periodic or on-going basis) and evaluates 

new data based on the learned model. 

More On “How” Methods 

The methods of the “how” analysis deserve further commentary as they will factor heavily into later 
discussion on use cases and efficacy. 

Ad-hoc analyses do not have a defined process, and analysts might execute steps differently and in 
different sequences at given times. Consequently, they are always performed by humans. In insider 
threat programs, it is often necessary to enable ad-hoc analysis by analysts to answer one-off questions. 
Ad-hoc analysis can also serve as part of situations such as an incident inquiry or investigation in which 
the analyst might not know what is needed to find the answers at the beginning of the process. However, 
insider threat programs where the majority of analyses are ad-hoc are likely fairly immature in their 
capabilities. Ad-hoc analysis can be difficult, if not impossible to scale, replicate, and transfer to other 
analysts. Compared to defined processes, they can also be more prone to discrimination that arises from 
individual analysts’ own biases. 

Defined analyses have concrete steps that are documented, for example, in a standard operating proce-
dure like a playbook. Such documentation mitigates the issues that occur with ad-hoc analysis. It is 
much easier to replicate these analyses and transfer the process to other analysts. In addition, while 
defined analyses can be executed by human analysts, they are also candidates for automation if appro-
priate technology exists. Automation alleviates scaling issues. 

Learned analyses use models that are built with machine learning. You can view these analyses as 
having two distinct pieces—the build of the model (the machine learning part), and the use of the model 
for analysis. Depending on the use case and the tools you use, an insider threat program may or may not 
be involved in the building of the model. Application of a model for analysis is almost always done with 
some automated method, usually from a commercial or in-house application. 

There are numerous considerations involved in building a model. We can begin by setting aside the 
diversity of machine learning methods and focus instead on considering whether to apply the methods 
using either an ad-hoc or a defined process. Ad-hoc model creation is usually accomplished with in-
house applications or scripts as developers work out the solution. These models may be put to use in the 
insider threat program, but because all models require periodic, if not continual, updates and perfor-
mance monitoring, organizations should strive to define a repeatable process that covers everything 
from data collection and preprocessing to model building and deploying the model to “production.” This 
defined process should be automated as much as is feasibly possible. 

5W1H Examples 

Now that we have covered the 5W1H questions with respect to insider threat analysis, the following 
sections provide a few examples of how possible answers to each question could help you define re-
quired analysis for several insider threat scenarios. 
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Exfiltration after Solicitation from Competitor 

Exfiltration after solicitation from a competitor occurs when an insider in your organization is ap-
proached by a competitor for the purpose of information gathering (e.g., corporate espionage). The in-
sider then removes sensitive data from your organization’s systems with the purpose of sending it to the 
competitor. To detect exfiltration after solicitation, we need a way to identify the solicitation and the 
transfer of information. 

Who will perform the analysis? For this use case, one possible answer is that analysis could be per-
formed by an analyst as part of an investigation or threat hunting exercise. Another possible answer is 
that it could be performed by a machine through the implementation of data-leak prevention tools and 
by monitoring communications for specific contents. 

What form of analysis will we apply to get the end result we want? The detection of solicitation and 
exfiltration are mapping analyses. Linking them together as part of a single chain of events is an asso-
ciating analysis. 

When will the analysis need to be executed? For this use case, all analyses occur post-event for detection 
of a violation. 

Where will the analysis be performed? The answer to this question will depend on context. In a common 
scenario, it is likely that exfiltration is caught on the endpoint or in a tool-specific hub, and that an 
analyst will manually link solicitation and exfiltration in a centralized repository or in their local analysis 
workspace. 

Why are we doing the analysis? For this use case, analyses are performed to detect policy violations. 

How are we going to construct the analysis process? The answer for this use case will depend on 
whether the analysis is performed by security software or by analysts directly. Security applications will 
execute defined processes for exfiltration and solicitation detection. It is possible that they may also use 
some form of learning to define their detection criteria. Analysts may use either an ad-hoc or a defined 
process for analysis. 

Mass File Deletion 

Mass file deletion occurs when many files on a single system are deleted or when a single user deletes 
a large number of files across multiple systems in a short period of time. Such an event might signal the 
possibility that a user is attempting to sabotage a system or destroy evidence. 

Who will perform the analysis? One possible answer for this use case is that the analysis could be per-
formed manually by an analyst as part of an investigation or threat hunting exercise. Another possible 
answer is that the analysis can be performed by a machine using threat detection tools. 

What form of analysis will we apply to get the end result we want? Detection of mass file deletion 
involves an associating analysis. It is performed by linking together multiple file deletion events into a 
mass deletion event.  
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When will the analysis need to be executed? Mass file deletion will normally involve a post-event anal-
ysis. Even analysis meant to detect an in-progress mass file deletion event will only detect it after some 
threshold of deletions have already occurred. 

Where will the analysis be performed? The answer to this question depends on context. Two common 
answers are on the endpoint with threat detection tools, or in a centralized hub or analyst workspace by 
manual analysis. 

Why are we doing the analysis? The likely answer to this question is that we are performing the analysis 
for threat detection. However, another answer could be that we are attempting to predict the threat. For 
example, a tool might be able to assess whether an event that is underway, or that is about to start, fits 
the pattern of a mass deletion event. In such a case, the tool could attempt to interrupt the event as it is 
happening. 

How are we going to construct the analysis process? If using a security application, the answer is that 
you will execute a defined process to determine if a mass deletion has occurred. It is possible that secu-
rity applications may also use some form of learning to adjust the threshold for what defines a mass 
deletion. If analysts are performing the analysis, the answer may be that the process is either ad-hoc or 
defined. 

Sabotage via Denial of Service 

Denial of service (DoS) occurs when an attacker makes an asset unavailable for use or degrades its 
performance. This attack is commonly executed by stopping or crashing a service, flooding an applica-
tion with requests, or overwhelming a network component, such as a router, with traffic. The goal of 
such an attack is to cripple business processes, communications, or public facing services (such as web-
sites). 

Who will perform the analysis? The answer to this question is that the analysis is usually performed by 
a human analyst. Denial of service is often detected from user reporting. Analysts may also look for 
evidence of unsuccessful denial of service attacks as part of hunting activities. The answer could be that 
a machine performs the analysis if you are using a DoS monitoring tool. 

What form of analysis will we apply to get the end result we want? Depending on the type of DoS attack, 
the answer may be that the analysis involves mapping, or both associating and mapping. If the DoS 
attack occurs through stopping or crashing a service, then mapping analysis is required. Flood-type 
attacks, however, require associating various requests or traffic flows into an event. 

When will the analysis need to be executed? For automated DoS detection, analysis is usually imple-
mented with the goal of detecting the attack mid-event to allow mitigation before the attack is success-
ful. For manual DoS, analysis looks for evidence of an attack or of an attempted attack post-event. 

Where will the analysis be performed? For automated DoS detection, analysis will usually be imple-
mented at the endpoint or at a tool-specific hub. Manual analysis may occur anywhere. 
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Why are we doing the analysis? For automated DoS, analysis can be implemented to detect an actual 
threat or to predict whether an attack is occurring. For manual DoS, analysis is to detect threats or 
violations. 

How are we going to construct the analysis process? The answer for commercial DoS flooding detection 
tools is by defined processes, often with an aspect of learning to define thresholds. Defined processes 
are also used for analyses used to detect a DoS attack triggered by something other than flooding that 
shuts down or crashes a service. The answer for analyst-executed analysis could be either defined pro-
cesses or ad-hoc analyses. 

Turning Data into Observables, Indicators, and Behaviors 
In an insider threat program, processes of analysis are used to describe data that represent events and 
behaviors, and to reason through them. These analytical fact-finding and inference-generating exercises 
can be used directly to answer questions, as well as to feed subsequent threat models that continuously 
gauge relative risk and imminent indicators of potential insider events. To describe events, indicators, 
and behaviors, we base our approach on Frank Greitzer’s model-based classification work, which de-
scribes how to use data to infer behavioral patterns [Greitzer 2009].  

Explaining Data, Observation, Indicator, and Behavior 

The model-based classification framework defines data as “directly available information.” Another 
way to think about data is as a record of the individual characteristics of events, states, assets, etc., that 
are captured through some sort of monitor (human or machine). In practice, data can be almost indistin-
guishable from observations, which, according to the model, are “inferences from data that reflects a 
specific state” [Greitzer 2009, p. 7]. Many of the monitors—human and machine—process data to make 
observations, which are what get recorded as evidence or as artifacts available for further analysis. 

For example, a monitor might see data elements such as a user requesting authentication and getting a 
“failed to authenticate” response. The monitor, such as Windows Event or syslog logging, would record 
the observation as a failed authentication. Similarly, a monitor might observe that a user inserted a 
portable USB drive into their computer, attempted to copy a document to the drive, and was denied 
because the document metadata was marked as company sensitive. The data loss prevention (DLP) tool 
might record the observation as a failed attempt to copy sensitive information to a portable drive. 

Indicators, defined as “actions/events as evidence of precursor to inferred behavior” [Greitzer 2009, p. 
7], are obtained by adding meaning to observations. In other words, they represent the conditions and 
actions that must occur for a behavior to arise. It may take more than one observation to infer an indi-
cator, and the observations could be of the same or various types. In addition, the meanings assigned to 
the observations could be intrinsic to them or inferred. 

An example of an indicator intrinsically tied to the meaning of an observation would be an authentica-
tion attempt to a forbidden service (or physical location). The meaning of the observation is intrinsic 
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because such an action is a violation of policy. Information harvesting is an example of an indicator that 
is inferred from multiple observations. Actions associated with information harvesting could possibly 
be inferred as an indicator if the subject of an investigation was observed referring to a directory listing 
on several servers, followed by retrieval and printing of all documents related to a specific topic. 

Note that the definition of indicators does not include a statement about purpose. That is where behavior 
comes in. According to the model, a behavior is a “sequence of actions associated with a purpose” 
[Greitzer 2009, p. 7]. Indicators are about what is happening; behaviors are about why. Behaviors are 
derived from a set of indicators of different types, that, taken together, can be used to infer a goal. For 
example, the goal of “information leak to competitor” might be inferred from a “forbidden authentica-
tion” indicator followed by an “information harvest” indicator, and, finally, by a “large attachment email 
to competitor” indicator. It is worth noting that indicators and behaviors are not necessarily always 
malicious. Indicators and behaviors can also be used to provide mitigating evidence that a usually sus-
picious activity is actually legitimate. 

In this model, as you move from data to behavior, more and more inference comes into play. Inference 
is not necessary when recording data. However, inference may come into play during the transformation 
of data to observation. For example, a category could be assigned to a website based on characteristics 
found in the website’s data, but the data may not be exclusive to that category and could therefore result 
in an incorrect categorization of the data 1. Inference is heavily applied to obtain indicators from obser-
vations; and behavior—which determines purpose—is almost exclusively inferred. Because of this 
strong reliance on inference, it is important to note several caveats. 

First, and perhaps most importantly, is that, because inferences are not definitive and have varying levels 
of accuracy, you must consider the possibility that the inference is wrong. In addition, your organiza-
tion’s response to the insider’s activity based on the use of observations, indicators, and behaviors must 
be acceptable from a legal, privacy, civil liberties, ethics, and organizational perspective. You should 
also consider the possibility that the response itself may trigger or accelerate a malicious insider event, 
and you should consider adjusting the response with this possibility in mind. 

Finally, for inferences to be effective, there must be supporting contextual information. For example, if 
you want to infer that something is in violation of a policy, first a policy must exist. However, having a 
policy is not enough. The policy must be detailed enough to both understand what constitutes a violation 
and what types and characteristics of evidence would support identification of a violation. 

Another thing to note about this model is that not all use cases for insider threat analysis require trans-
forming data all the way from observables to behaviors. Looking at observables or indicators can be 
enough to answer certain types of questions, such as questions about whether a certain event happened 
or how often it happened.  

____________________________________________________________________________ 

1 An example of this is a breast cancer information website that gets labeled as adult content or pornography. 
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Getting from Data to Behavior 

At its most basic level, the process of going from data to behavior involves taking a set of related infor-
mation from one level, applying some sort of transformation to it, and getting back more meaningful 
information. In the Greitzer paper mentioned above, this process is described as putting together a puz-
zle. In completing a set of puzzles where all the pieces are mixed up, you might first sort out the pieces 
into categories—e.g., parts of trees or buildings. Then, you might take those categories and piece them 
together into their instances. Finally, you can take all the various instances of the different categories 
and see which of those fit together. 

This process can also be illustrated with the simple flow chart in Figure 3. 

 

 

Figure 3: Data to Behavior Flow Chart 

Data to Behavior as Part of a Greater Insider Threat Analysis Process 

The simplified flow chart in Figure 3 illustrates how to get from data to behaviors. However, the trans-
formation is not the goal in and of itself. Rather, obtaining behaviors is part of the larger process of 
insider threat risk evaluation and incident detection. As such, a slightly more detailed flow chart is useful 
for this discussion of insider threat analysis. 

The flow chart below, broken into three parts for readability, illustrates a conceptual way of integrating 
data through behavioral transformations into analysis for detection and risk evaluation. 

To read the flowcharts, note the following points about the image conventions: 

• Peach cylinders (database symbol) represent data that is stored for further and future analysis. 
Data persists after one “round” of analysis, and new observables, indicators, and behaviors are 
added to those that already exist from previous rounds. In addition, each step of the analysis can 
apply data that existed previously—the process is not limited to only using “new” information. 
Though stored data is depicted in each step, these sets of stored data do not need to be physically 
or logically separate, which would result in a lot of duplicate data. In practice, each step may just 
update new tables or even just add new information to the processed records. 

Angela Horneman
The image overhangs the margin. Is that ok?
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• The green rectangles represent processes that may contain multiple steps, with analysis for multi-
ple purposes.  

• The blue rectangles represent processes for a single purpose. That purpose, in this case, is the 
transformation between the components of the model-based classification concept. 

• Peach circles represent the connections between different parts of the flow chart. 

Figure 4 depicts part A of the analysis process. Part A starts with data taken from various data sources 
that are relevant to insider threats. The tools or people collecting the data have most likely already 
processed the data into observations. These observations can fall into three different classes: non-rele-
vant, relevant, and indeterminate. You can discard non-relevant observations from the process (but you 
should keep them in your data storage in case you need them for something else). 

Some observations are definitive evidence that a violation of policy occurred. An example could be an 
observation of an unknown device connected to the corporate network. You should escalate such evi-
dence for investigation and any necessary mitigation. As a reminder, these may not be insider-perpe-
trated events. Rather, they could be an indication of external compromise or possibly of a gap in an 
internal process or policy. 

Indeterminate events are those observations that are not known to be noise or are potential evidence of 
violation that you will need to process further. Note that, depending on the use case, direct, concrete 
evidence of a violation also may be further analyzed. For example, such evidence might point to poor 
security behavior. 

 

 

Figure 4: Insider Threat Analysis Flow Chart, Part A 

Figure 5 depicts part B of the process. In part B, you analyze the observations in conjunction with 
contextual information to give each observation, or set of related observations, some sort of meaning. It 
is possible for an element to have multiple meanings, depending on the use cases under consideration. 
Note that relevant meanings do not just map to potentially malicious activities, but also to mitigating 
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factors. Whether specific meanings will map to indicators (or, rather, make an observation or set of 
observations into an indicator) will depend on insider threat analysis use cases. Observations or obser-
vation sets that have meaning but do not map to indicators may be irrelevant for further analysis. In 
many cases, you can discard them. However, they sometimes might have the potential to be informative 
and can be useful for either updating or creating new contextual information. 

Indicators can be definitive evidence of a violation, and when they are they should be escalated. An 
example of such an indicator could be the detection of PII (personally identifiable information) in an 
email. Again, remember that these indicators may not have been perpetrated by an insider, but you 
should still investigate them.  

Like observations and meanings, indicators could be irrelevant to use cases of interest. However, you 
are likely to filter out irrelevant indicators after meaning assignment. The other indicators will be stored 
for further processing. 

 

 

 

Figure 5: Insider Threat Analysis Flow Chart, Part B 

Part C of the process (shown in Figure 6) illustrates how you process the indicators with contextual 
information to infer behaviors that are relevant to the insider threat analysis use cases. Relevant behav-
iors should include behaviors that infer malicious or accidental violation activity as well as behaviors 
that provide mitigating evidence. As with other elements of the process, behaviors you identify could 
be irrelevant to the use cases—and can therefore be discarded—or they might also provide definitive 
evidence of a violation and be escalated for investigation. Because behaviors are at least partially in-
ferred, they are unlikely to indicate unambiguous, concrete evidence of a violation. Rather, you must 
assess behaviors for risk.  

You can evaluate risk for either individual behaviors or for all behaviors associated with an individual. 
Either way, the evaluation will take context into account and will determine some sort of risk factor. If 
warranted by the risk factor value, organizational policy and processes will dictate that you trigger a 
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response, such as further investigation, enhanced monitoring, employee support or counseling, or even 
incident response.  

 

 

Figure 6: Insider Threat Analysis Flow Chart, Part C 

Analyses in the Insider Threat Analysis Process 

Now that we have outlined the flow and components of the analysis process, we turn to a more in-depth 
discussion of analysis for the various components. For each relevant component, we provide a general 
discussion, and then we explore opportunities for automation and machine learning. 

Data Collection 

Data collection and observables storage do not specifically involve recording information about events 
or states of being. As shown in the three-part flow chart above, we can think of data as being of two 
types: technical (i.e., that which comes from monitoring the use of technical and communication sys-
tems and devices), and non-technical (sometimes also referred to as psychosocial) [CERT 2018]. 

For technical data, collection and initial processing into observations are almost always automated and 
done by a monitoring tool, such as UAM or DLP. You can collect non-technical data with a tool, but 
non-technical data often has a human documentation component and may require manual conversion or 
entry. 
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Automation: In addition to collection and storage, automation can be utilized during the data-collection 
phase as part of transforming data into observables. Specifically, it can be used for preprocessing to 
accomplish tasks such as the following: 

• transforming unstructured data to structured 
• feature extraction 
• data summary 

Learning: Machine learning could potentially be used to inform data collection by aiding in determin-
ing what data fields should be collected or which data records should be kept or discarded. 

Binning 

The various binning components of the flow chart would likely use multiple types of analyses. Analysis 
to determine if an observation, indicator, or behavior is definitive evidence of a violation that must be 
escalated is likely to use rule-based criteria. 

Automation: Ideally, detection of observations, indicators, and behaviors that are direct evidence of a 
violation that requires immediate escalation should be automated. In practice, automation is probably 
easiest to implement for observations (with an UAM tool, IDS, or SIEM) and indicators (with a SIEM).  

Learning: In theory, supervised learning could be applied to create the models of direct evidence, 
though doing so is likely overkill for a true direct-evidence model where the suitable evidence should 
be well defined. In general, common learning techniques applied here will not result in a direct-evidence 
model. 

Determining if an observation, meaning, indicator, or behavior are noise—i.e., irrelevant to the use 
cases—may also involve a rule-based process. However, it’s also possible to use advanced analysis 
methods to determine potential utility. For example, you could assess the correlation of data sources or 
evaluate information gained by including specific types of data in future analysis. 

Automation: Filtering out noise should be automated, ideally in the collection and processing systems. 
However, you could also implement it as a separate process executed against the stored data. 

Learning: You can potentially use various learning techniques to identify noise in data. In the field of 
insider threat, it is unlikely that you could implement such a solution in a system of analysis. However, 
if you create the overall system with learning in mind, it is possible that you could apply machine-
learning processes could to data collected from previous analyses (e.g., captured information about ad-
judication or usefulness of the data at the end of the process for insider threat analysis). 

Observations to Indicators 

Analyses that transform observations into indicators will have either a mapping component or will in-
clude both an associating and mapping component. Both are likely to be rule based, though there may 
be room for learning or other advanced analytic techniques with specific use cases. 
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Automation: You can automate defined analysis processes as long as you can access all required data 
by the chosen automation method (e.g., a commercial tool, an in-house solution, or an analyst script). 

Learning: You can implement machine learning (supervised or semi-supervised) to build mapping 
models for specific use cases. 

Indicators to Behaviors 

Analyses that transform indicators to behaviors will involve both associating and mapping components. 
This is an area that needs much more research across all fronts of analysis. 

Automation: Transformation of indicators to behaviors may be possible for specific use cases where 
the analysis is well defined and where you can access all required data by the chosen automation method. 

Learning: You could potentially use supervised and unsupervised (for clustering) machine learning as 
a first pass for specific use cases. It is unlikely that any results could be definitive, but techniques might 
be useful for narrowing down what analysts must look at or for clustering similar behaviors together. 

Risk Evaluation 

Analyses that are part of risk evaluation involve understanding how suspicious and mitigating behaviors 
relate; how behaviors change over time; how context influences interpretation of behaviors, changes, 
and associations; and how to make some sort of risk determination. As such, risk evaluation may include 
associating, mapping, and descriptive components. Parts of the process may be performed by a system, 
but there is likely also a lot of human, ad-hoc analysis that must be performed. 

Because this is a complex process that requires inference that is not based on obvious, well-defined 
rules, this portion of insider threat analysis is where machine learning would likely provide the greatest 
value, both in the near and long term.  

Automation: Automation applicability will depend on specific evaluation tasks.   

Learning: Any potential learning will depend on specific evaluation tasks. You could potentially use 
supervised and unsupervised (for clustering or anomaly detection) machine learning for specific use 
cases. 

Considerations for Insider Threat Analysis 
In this section we will describe approaches to mitigating common insider threat use cases. The threat 
scenarios we will cover include all of the following: 

• data exfiltration or leak via cyber communication mechanisms (email, network traffic) 
• data theft via accessory device (printing, removable media) 
• data theft via steganography 
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• unauthorized account use 
• unauthorized data deletion 
• unauthorized modification 
• insider risk analysis 

For each of the points above, we will discuss data sources, scope and scale constraints, and considera-
tions regarding techniques. Before we begin our discussion, however, we want to offer a few caveats 
and considerations about data sources, scope, and scale that apply to each threat scenario we outline in 
the sections below. 

Data Sources: The “Common Sense Guide to Mitigating Insider Threats, Sixth Edition” contains a 
section that discusses data sources [CERT 2018]. Based on the advice outlined there in Best Practice 
12, for insider threat analysis, analysts will need a combination of technical and non-technical data. The 
exact combination of data that analysts need will be determined by the use cases you are pursuing. The 
goal is to get a combination of data that allows analysts to understand what an insider is doing with and 
to assets, and why they are doing it. In most cases, it is impossible to collect information on all assets 
that insiders use or may use. This difficulty makes it necessary to prioritize assets to ensure that you 
will be able to catch and possibly prevent the most detrimental events that could happen to your organ-
ization. To have a successful analysis for an insider threat use case, however, it is not sufficient to obtain 
only monitoring data related to the critical assets. At a minimum, analysts must also have information 
that can help them determine the actual perpetrator (because actors can masquerade as other users). 
Analysts must also have data that can help them determine whether activities involve security problems 
and, if so, whether those activities are malicious or accidental. Non-technical data can help with these 
cases, but so can technical sources, such as communication logs. 

Scope and Scale: The scope and scale of a given insider threat analysis has major implications on not 
only how the analysis can be performed, but also on whether it can be performed at all.  

Scope relates to the breadth of use cases covered by an analysis. We can think of breadth in terms of the 
number of insiders and types of concerns that analysts must detect or mitigate. For instance, an analysis 
can work on a single individual at a time or on a group. It can apply for the detection of specific mali-
cious behavior or for identifying individuals exhibiting signs of acting out against the organization, 
managers, or colleagues. It is important to realize that there is no single process for insider threat anal-
ysis that can cover all potential insider threat use cases, nor will we likely arrive at such a process in the 
foreseeable future. The better you define the scope for a particular analysis, the more likely it is to 
provide effective results. 

Scale is a matter of the volumes of data that you must analyze. Individual users can generate thousands 
of events a day. This data adds up quickly over time and increases with the number of users you are 
monitoring. For an analysis to be successful, you must collect data, move it to the analysis location, and 
process it with available computing power in a reasonable time and at an acceptable monetary cost. The 
volume of data can have significant impact on timeliness and cost, and you must make careful plans and 
considerations to avoid building systems that either cannot function or are too costly to operate at full 
scale. 
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A note of caution: cloud services have the potential to mitigate some of the scale issues, such as com-
puting power and storage, but the costs of moving data around—especially anything that you need to 
pull back from the cloud service or moved between services—can be significant [Siegert 2020; Shacklett 
2019; Saran 2020]. 

Data Exfiltration via Electronic Communications 

You can detect data exfiltration through email or other electronic communication methods using direct 
observation or inference. Direct observation occurs when you can inspect the actual contents of the 
communications. Inference occurs when you can’t monitor the contents of communication, but commu-
nication volumes or other patterns imply data transfer that is suspicious for some reason. 

Direct observational analyses require a source of the data content. For email, you can analyze the con-
tents from the email gateway or on the endpoint with the email client. In addition to the contents of the 
communication, these types of analyses require contextual information that identifies suspicious data 
and any mitigating circumstances. 

Inference-based analyses require that metadata about communications be available. Such metadata 
should include information about source and destinations, communication protocols used, volumes, time 
stamps, and communication direction. The information could come from endpoint logs, but also from 
network-based monitoring tools. In addition to the communication metadata, these types of analyses 
require contextual information to understand the identities and purposes of the asset source, the asset 
destination, and service (e.g., desktop versus server and payroll processing system versus email gate-
way). 

Scope 

In addition to the time of occurrence, the scope of electronic data exfiltration analysis identifies the 
person whose communications are being analyzed; determines the specific type of concerning infor-
mation; and specifies the applications you need to watch. The target for analysis can be a single indi-
vidual, a subset of individuals, or the whole organization. You can adjust the scope of information to 
specific topics or sensitivity levels. The scope related to communication mechanisms determines what 
applications the analysis examines, such as email, chat, FTP file transfer, DNS used as a tunnel, etc. 
Covering the full scope of how exfiltration can occur in an organization will likely require multiple 
components for the various communication mechanisms. 

Scale 

Individual users can generate a lot of communications, meaning that scale quickly becomes a factor for 
any analytic technique that does not occur in “real time.” Even in-line tools can run into scaling issues 
if they must handle communications for all users in an organization. You can mitigate scaling issues for 
out-of-band tools by adjusting the scope of analysis, usually by shortening the time frame of the volume 
of data processed or number of users whose data you want to process at once. Ultimately, however, 
organizations should ensure that their tools scale to their current needs and expected growth and that 
analysts have access to systems that can process and store many gigabytes, if not terabytes, of data at a 
time. 
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Techniques 

Many techniques are available for the detection of cyber communication data exfiltration. Whether you 
can reasonably apply them for a task depends on the scope, scale, data, and tools available. 

For analyses that involve direct observation to identify explicit violations, it is most reasonable to have 
defined processes—preferably automated, real-time tools—that look for instances of data communica-
tions that violate policy, including communications that go to specific destinations, that have specific 
contents, or a combination of both. If an organization has a good set of criteria, these analyses are highly 
valuable and relatively affordable. 

Of course, there are always complications, such as encrypted communications, dynamic addressing, or 
a poor static set of criteria. In such cases, most exfiltration detection comes down to some level of 
inference [Wojtasiak 2020; Pepper 2020; SecureCircle 2020]. Ideally, you should create defined pro-
cesses to perform inference techniques and automate them where possible. They can be based on various 
anomaly detection methods, or may be based on some reasonable, defined criteria. Simple anomaly 
detection and defined criteria methods are also relatively affordable to implement. Unfortunately, they 
tend to provide lower value results, which often incorrectly identify normal actions as suspicious, or 
miss suspicious actions that should have been identified [Center for Internet Security 2021; Caltagirone 
2018]. 

One way to mitigate some of these inference problems is to increase the contextual information for a 
given analysis. However, many current security tools do not support much, if any, contextualizing in-
formation. In addition, determining—and then collecting—the contextual information that would help 
at a large scale requires a lot of organizational and threat-related insight.  

Learning techniques are another possible way to mitigate some of these issues by improving criteria to 
identify a greater number of legitimate problems while decreasing the number of issues incorrectly 
identified as suspicious. This process usually requires gathering many known examples to learn from 
and may also require collecting contextualizing information. Accomplishing both of these tasks and 
applying the expertise required to implement, or even just tune, the learning-based system usually results 
in a costly implementation. In addition, it is unclear how much of an improvement these techniques 
currently provide and how long they remain useful after implementation. 

Data Exfiltration via an Accessory Device 

Data exfiltration via an accessory device occurs when information is exfiltrated off of an authorized 
system via an accessory device such as a printer or a removeable media device (e.g., a thumb drive or 
DVD). There are a number of requirements to successfully analyze possible instances of this activity. 
Detecting suspicious printing requires print logs, and use of removeable media requires that all end-
points are configured to log connected devices. You also need good contextual information, such as 
well-defined policies that explain when and why your organization allows printing and the use of re-
moveable media. It is also helpful to understand the circumstances under which a user printed infor-
mation or used removeable media. Further information about other user activity, such as file transfers 
and file access, is necessary to infer more about what the user printed or copied if the act of printing or 
copying was not, in and of itself, an outright violation of policy. 
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Scope 

The scope for mechanical data theft detection comprises two components: (1) the devices you are mon-
itoring and analyzing for printing or (2) removeable media use and the associated events that provide 
insight into what and why a user printed or copied something to removeable media. To address the first 
of the two components, you must determine which devices to monitor. The second component requires 
more thought. It needs to list which users, which types of events (e.g., local file accesses, network com-
munications, emails), and possibly which devices those events occurred on (i.e., you must determine 
whether you want to monitor or analyze only the device used for the print or copy in question, or any 
device used by the user within some time frame). 

Scale 

With respect to scale, the analysis of printing and removeable media use is likely to be relatively small. 
However, analyses that try to determine what was going on around a specific print job or use of remove-
able media requires much more data, and the size and complexity of the data can increase rapidly. 

Techniques 

Logging print jobs and removeable media usage and triggering alerts in specific circumstances is rela-
tively simple, and possibly would require only some additional log configuration. Understanding what 
was going on around the alerts to determine if they represent data theft is where the analysis can get 
complicated. Such a task is likely to proceed in an ad-hoc manner, in part due to the variability from 
case to case with regards to the information that might prove valuable in learning about what the files 
in question are and why a user printed or copied them. However, creating defined processes for working 
with the different potential data sources would make the analysis more efficient and possibly allow most 
of it to be automated. 

Current learning capabilities are unlikely to be helpful in this situation, beyond potentially detecting 
anomalies in printing or removable media usage. The overall tasks, criteria, and processes for evaluating 
the events for data theft are too variable and ill-defined to allow analysts and data scientists to create an 
effective solution. To train an effective model, the model engineers must know both what data is nec-
essary and how to combine it to be processed by the learning algorithms. 

Steganographic Data Theft 

Steganographic data theft occurs when a user hides sensitive or valuable information in what appears to 
be an innocuous file, which the user then transfers to a location where it should not be or to a person 
who should not have it. To detect steganographic data theft, an analyst would need to be able to find the 
steganographic changes in a file or infer that a user applied a steganographic tool on a file. From a 
practical perspective, this analysis will most likely involve monitoring systems for use of known ste-
ganographic tools, so it requires information about downloaded files, installed programs, executed 
scripts, and possibly running processes. 

The other method for detecting steganography is to attempt to detect it from the potential steganographic 
file. Doing so, of course, requires having an actual copy of the file. It remains difficult to detect a 
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steganographic file through analysis of the file, though tools and techniques do exist that can make an 
attempt. Because of the limits for detection through file analysis, this method is unlikely to provide 
much value if applied broadly, though it may be appropriate to try detection tools or techniques on 
certain types of files that originate from targeted locations. 

Detection of steganographic tools is likely to use some sort of allow or deny list capability for down-
loads, installations, and executions. If there is ever a legitimate use for steganography in the organiza-
tion, you can limit false alarms by restricting where the tool resides and by implementing practices to 
monitor and limit how employees use the tools. 

Unauthorized Account Use 

Unauthorized account use refers either to a user gaining access to an account that he or she is not au-
thorized to use, or misusing an account to which the user has legitimate access. 

Scope 

Analyzing unauthorized account use requires data about user activities and the accounts in which a user 
conducted them. There are data sources such as system event logs, user activity monitoring alerts, and 
application audit logs that you can use for this analysis. Additionally, security logs, employee time logs, 
information about time off and normal work hours, and biometric measurements (e.g., typing speed and 
cadence, mouse usage) can help infer whether the account user is the legitimate owner of the account 
or an imposter. 

Scale 

You should monitor all accounts regularly for masquerading attempts and policy violations, which you 
cannot not accomplish using ad-hoc analyses unless the group you are monitoring is very small. Even 
for very small groups, you cannot perform ad-hoc analyses on a continuous basis because doing so 
increases the likelihood that you will miss events or not be able to detect them quickly enough to fully 
mitigate them. Consequently, you should automate these analyses with emphasis on monitoring high-
value (e.g., administrator) accounts. 

Techniques 

Unauthorized account use requires different techniques for different aspects of the problem. You can 
detect certain unauthorized access simply by looking for the occurrence of certain events in an event 
log, such as attempted access to forbidden resources. However, most tasks require more inference to 
determine activities that could be unauthorized or the result of masquerading. Inference is based on 
looking for events that are out of the ordinary for a given user or account or for items that contain 
characteristics that are known to be suspicious. 

You can use various methods to identify events that need further analysis. Rule-based analyses will look 
for events or sets of events that meet specified criteria, such as non-maintenance related account activity 
outside of business hours or several failed authentication attempts for an account. Deviation-type anom-
aly methods look for significant changes from a baseline or average behavior and are often used to find 
abnormal volumetric activity, such as suspicious copying of large amounts of data. Novelty-type 
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methods look for activity that has not been seen before, such as an account connecting to or being used 
on a new system. 

All of these approaches can be defined directly by analysts. They also have the potential of being learned 
using various machine learning techniques. Learning rule-based models requires that the training data 
consist of records where the type of event corresponding to the record is known—in the terminology of 
data science, the data must be labeled. When building the rule-based system in-house, getting this data 
can be a problem, as labeling data is time consuming and requires that the labeler has sufficient infor-
mation to know what labels to assign to each record. Consequently, labeling data is expensive. Some 
machine-learning methods, such as semi-supervised [Algorithmia 2020], reinforcement learning [Ri-
beiro 2020], and few shot learning [Ozsubasi 2020], have the potential to mitigate the labeling issues, 
but the trade-off is that they have other prerequisites, such as additional expert-knowledge requirements 
or pretrained models. 

Anomaly-based models do not require labeled data because their goal is to find activities that differ 
from other activities in some manner, and not to find activities that correspond to a specific category. 
While machine-learning-based anomaly detection has the potential to find new and different types of 
anomalies that other methods might not find, these methods currently have the same problems as anom-
aly detection in general: they find an arbitrary number of anomalies (depending on how they are tuned), 
most of which are not relevant. Often, even if they are tuned to find a greater number of relevant anom-
alies, they also miss a lot of anomalies that should be detected [Salinas 2020; Perry 2020].Better incor-
poration of organizational context, as well as information about how system processes work, can relieve 
these issues. However, incorporating context remains a difficult task and analyses currently seldom have 
much, if any, contextual support. 

Unauthorized Data Deletion or Modification 

Unauthorized data deletion or modification occurs when someone with no legitimate access or owner-
ship deletes or modifies data from a file, database, etc. It can also occur when a data owner deletes or 
modifies data with malicious intent, such as to circumvent data discovery or to corrupt a document or 
system. 

Scope 

To detect unauthorized data deletion or modification, analysts need information about what data should 
exist on a system, whether it does, and, if not, who deleted or modified it. In practice, information about 
deletions usually come from event or audit logs that capture deletion and modification events for the 
data of interest. Other potential data that could be useful in some circumstances are lists of expected 
directory contents, current and reference file hashes, trash contents, or system backups. However, unless 
an unauthorized user succeeded in deleting data, none of these sources provide direct insight into 
whether a deletion was legitimate or not. 

While the listed data can potentially be used to infer suspicious patterns—such as a large number of 
deletions that occur in a short period of time or a user attempting to wipe a database table or full direc-
tory— that suggest a deletion is unauthorized, analysts will have difficulty detecting more subtle mali-
cious acts using such data. It is not feasible to provide constant awareness for all organizational data, so 
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organizations should ensure that they have robust backup procedures. Organizations should also ensure 
that they have notified analysts about any critical data that should raise a red flag if deleted. For this 
type of data, a change control system can help ensure that analyses can quickly identify unauthorized 
deletions. 

Scale 

Monitoring all data for modifications and deletions is not likely to be cost effect or to provide a very 
good return on investment due to the sheer volume and types of data that exist and how often it changes 
or users delete it legitimately. Consequently, organizations must prioritize what they monitor and ana-
lyze for unauthorized changes. 

Techniques 

A security tool should perform the initial analysis of deletions or modifications to flag specific instances 
that match given criteria (e.g., a modification of a file in a system directory on a desktop computer), that 
match a suspicious pattern (e.g., mass deletion of files on a server), or that are otherwise anomalous 
(e.g., modifications performed outside of a user’s work hours). You can configure these analyses using 
explicit criteria defined by analysts or policy makers, or you could use statistical or machine-learning 
methods that identify anomalies. The standard caveat about anomaly detection of either type—standard 
or machine learning—applies here: anomalies do not imply malicious intent, and they are not, in fact, 
usually malicious. Contextualizing information, such as information from a change management sys-
tem, can help filter anomalies, but incorporating contextual information into the automated analyses can 
be difficult. This difficulty is due both to tool limitations, as well as to problems with capturing the 
contextual information to begin with. 

Insider Risk Analysis 

Insider risk analyses are different from the preceding use cases because they are not about finding or 
investigating insider events. Rather, insider risk analyses are processes that determine the level of risk 
an individual poses of becoming an insider threat. You can conduct these analyses on periodic or ongo-
ing bases. They include activities like pre-employment background checks, security clearance investi-
gations, ongoing insider risk monitoring, and continuous evaluation for security clearances [ODNI 
2021]. 

Scope and Scale 

You can conduct insider-threat analyses using only psycho-social data or using a combination of psy-
cho-social and technical data, depending on the time and purpose of the analysis. The information used 
will vary based on the goal, as well as legal requirements, and privacy and ethics considerations. Gen-
erally, information is needed to provide insight into potential motivation, capability, or opportunity. 

The following are examples of information used to infer potential motivation: 

• financial records to indicate if someone might be motivated by financial gain 
• performance reports or formal complaints to indicate disgruntlement 
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• social media activity to infer possible hacktivism tendencies 
• social contacts to infer possible espionage 

Examples of information used to infer capability include the following: 

• permissions and accesses granted on systems and to other assets, like buildings or rooms 
• software installed on they systems the insider uses 

Examples of information used to infer opportunity include the following: 

• intrusion detection or user activity monitoring alerts 
• communication logs 
• activity logs 
• internal reporting 

When looking at information to help determine insider risk, it is important to remember to include not 
only information that can reflect adversely on individuals, but information that negates or explains away 
aspects of risk. 

Precisely defining scope is important for any analysis, but it is especially important for analyses de-
signed to determine insider risk. The scope for insider risk must consider not only technical needs and 
ability, but legal requirements and privacy implications. Because of the psycho-social data required for 
these analyses, they are intrusive beyond just monitoring work activities and looking for actual policy 
violations. Organizations must consult with various experts, including their legal counsel, to set policies 
about the allowable uses for the results, as well as what data sources and information are permissible to 
include in the analysis. 

Techniques 

Implementing insider risk analysis is complicated. While you might have clearly defined thresholds and 
criteria to examine, there is usually also a human judgment aspect as well. This means that the analyses 
may completely involve ad-hoc processes or a combination of defined processes—some of which may 
be automated—and ad-hoc analyses. Such a mix makes sense because it is currently impossible to enu-
merate everything that can reflect poorly on risk or to mitigate something that would normally increase 
insider risk. 

When insider risk determination is a regular part of an insider threat program, organizations should work 
to define and automate as much of the analyses as possible. Many existing threat defense products, such 
as SIEMs, have capabilities that can support this process. However, analysts should always thoughtfully 
consider the results of those analyses and whether or not there is information that was not considered 
that would change a determination.  

Application of learning-type methods may be a reasonable goal for pieces of insider risk analysis. All 
the caveats and requirements for machine learning that apply to the other topics also apply here, but you 
must take extra care due to the social aspect (e.g., potential impact to reputation of subject, analyst, and 
organization; possible discrimination—deliberate or accidental) of these analyses. Furthermore, we 
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caution strongly about learning systems that assign overall risk to people. Machine learning has well-
documented problems with learning and perpetuating existing social biases (e.g., racial, gender, reli-
gious, economic class) [AJL 2021]. These biases can arise in learned models, even when protected 
characteristics are removed from the data.2 Furthermore, the information used to train the models may 
result in spurious correlations or in models that do not reflect reality, regardless of whether the training 
data is chosen carefully or poorly [D’Amour 2020]. 

Identifying these problems can be difficult and requires careful attention to collecting, selecting, and 
cleaning the data used for testing and evaluation. It also requires robust testing of results and conscious 
probing of the system for problematic biases. As these systems’ models are periodically, if not contin-
ually, updated, vigilance must be ongoing. 

Effectiveness 
It is good business practice to evaluate the effectiveness and utility of processes and tools. With insider 
risk analyses, robust evaluation tends to be difficult. Part of the reason for this difficulty is the subjec-
tivity and context dependencies of the topic. Another, and arguably larger, reason is that insider risk 
analyses deal to a large extent with known unknowns (e.g., what factors actually correspond to a risk 
and how much; what incidents might insiders actually trigger) and unknown unknowns (e.g., threats we 
cannot currently imagine). The best way to evaluate these analyses and, by extension, the tools that 
perform them is open for debate and an active area for research. 

Evaluation of effectiveness begins with planning for implementation of the new analysis and continues 
throughout its whole lifecycle. For purposes of this framework, we will explain evaluation of effective-
ness as having four components. 

1. Purpose definition: identifying why the analysis is needed, what you expect it to provide, and 
performance constraints. 

2. Side-effect identification: enumerating unintended consequences (both potential and unin-
tended) from the analysis—either directly or from how the results are used. 

3. Utility assessment: identifying the benefits of the analysis, both intrinsically and within the con-
text of the organization and in relation to other available analyses. 

4. Cost analysis: identifying and evaluating the direct and indirect costs that arise from all aspects 
of the analysis, including implementing, running and maintaining, and utilizing results. 

____________________________________________________________________________ 

2 One reason this can happen is because a single characteristic, such as gender or race, may be strongly correlated with 
some other field in the data, such as college attendance (If you attended a women’s college, you are likely female; if 
you attended a historically black university, you are likely non-white.) or degree (82% of computer science degree 
recipients are men) [ComputerScience.org 2020]. 
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Each of these should form part of the planning phase for major analysis development projects or as part 
of an acquisition process. You should update each of the components periodically with new insights and 
needs to ensure that the analysis continues to meet expectations and that benefits continue to outweigh 
costs. 

Purpose Definition 

The idea that an analysis does what it is supposed to implies that a concrete purpose has been defined, 
along with factors of “success” that can be evaluated. Defining purpose and success factors are perhaps 
the easiest part about evaluating effectiveness, but it is only easy when the goals are well understood, 
then well defined. 

To elaborate, in general business terms, mitigating potential threats and detecting actual threats are not 
goals so much as vision or purpose statements. To measure effectiveness, we need more concrete ex-
pectations for an analysis, which considers a use case, context, and desired result. In a sense, these 
actions are akin to goal setting for an analysis. As such, we can apply the concept of SMART goals for 
the insider threat program and individual analyses. 

SMART goals are specific, measurable, achievable, relevant, and time-based [Boogaard 2020; CDC 
2021]. Analysts often have SMART goals unconsciously in mind when they execute ad-hoc analyses. 
Below are short examples of how an analyst might think through each item of the SMART framework. 

• Specific: Analysts have a scope and context in mind and usually try to answer a specific ques-
tion, such as, “Is there evidence of exfiltration from this set of machines?” 

• Measurable: Analysts have criteria about what they need to look for and the type of information 
that is required to answer their question. 

• Achievable: Analysts adapt their methods to the tools and data they have available and know the 
limitations of their analysis capabilities and adjust their expectations for and interpretations of the 
results accordingly. 

• Relevant: Analysts’ questions are usually tied to a specific ask or a task of their job function. 
• Time-based: Analysts understand the urgency of and time limitations for answering their ques-

tions, and they adjust their analytic techniques, breadth of inquiry, and scope of analysis as 
needed to meet deadlines and to be productive in their overall job responsibilities. 

Defining SMART goals for insider threat programs can be more difficult than for other types of pro-
grams because insider threat processes can be more complex and often involve myriad analyses. To 
define useful goals, you should outline not only the analyses used in your program, but also the people, 
policies, and materials involved in executing it, including employees, events, mitigations, regulations, 
privacy, ethics, and more. 

It is also important to mention that it is often more difficult to define goals for analytic techniques that 
are performed with commercial tools or developed by a development team than those performed by 
analysts. For techniques performed by tools or developed by development teams, organizations must 
consider both the “ideal” goals—what the analysts actually need to accomplish—and the “is possible” 
goals—what the tool is capable of helping the analysts accomplish. 
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Side-effect Identification 

Implementing an analysis produces effects, both intended and unintended. We think of the intended 
effects as being benefits, for example, improved capability and decreased incident risk. Unintended 
effects are costs (usually non-monetary, though they can incur monetary costs as well) and increased 
risk. Some unintended effects are obvious after implementation, such as having to vet large amounts of 
irrelevant or incorrect results (i.e., “false positives”) or managing resource monopolization (e.g., 
memory or computing power) by the analysis process. More insidious consequences may be harder to 
identify. These include analyses that are 

• biased against certain protected characteristics, like race, gender, age, or religion. 
• misinterpreted or that produce results that encourage inappropriate actions or responses, such as 

confrontation or unwarranted escalation. 
• prioritized incorrectly and take up time and resources that should be spent on higher priorities. 

All side effects should feed into the cost analysis. In addition, you must mitigate any potential negative 
side effects as much as possible, and you must actively accept the remaining effects. 

To mitigate the negative consequences, you must first detect them. Doing so is not easy. 

How to detect bias is a question that is currently under investigation by a broad amount of research, but 
all of this research has not yet been successful in completely solving the problem. One common method 
for detecting bias is to compare statistical accuracy measures that are calculated on the various sub-
groups of the protected characteristic. For example, some studies have attempted to mitigate gender bias 
by calculating whether analyses provide information more accurately when the subjects being analyzed 
are male as opposed to female. In the field of insider threat, this means that detection and risk analysis 
could be evaluated for accuracy separately on subgroups (male and female or majority and minority) to 
assure that the rules or criteria apply equally. If there is a statistically significant difference, the impli-
cation is that there is a bias somewhere in the process—either in the data used to build the model, in the 
criteria encoded in the analysis process, or with the analyst’s application of an analysis. If bias exists, 
the analysis could be considering gender somewhere it should not, or it might not be including it some-
where it should.3 

____________________________________________________________________________ 

3 Context determines whether the inclusion or exclusion of a characteristic creates bias. To cite a non-insider threat exam-
ple, much research has shown that not accounting for gender (and including both males and females) in health re-
search results in men having better outcomes for certain conditions than women because the research assumed that 
men and women would respond similarly to the same treatment [Paulsen 2020]. In other cases, bias can also occur 
when gender is included in an analysis. For instance, one study showed that gender in advertising models resulted in 
women being shown fewer high-paying postings then their male counterparts with similar backgrounds [Gibbs 2015]. 
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This method of detecting bias is not sufficient in all circumstances. For example, cases where “accu-
racy” itself is hard to measure makes the detection of bias difficult. In such cases, critical evaluation of 
all steps and assumptions in an analysis process is currently the best method to detect bias.4  

A complication with interpreting results is that the meaning of the results is not always straightforward. 
Appropriate interpretation of results requires critical evaluation of steps and assumptions. For insider 
threat programs that apply commercial products, it may be impossible to evaluate the steps and assump-
tions the products use. It is therefore important that analysts have sufficient training on the use of the 
product to understand how it is meant to be used and its limitations. If the product’s use and limitations 
are not well defined, you should request further documentation or clarification from the vendor. 

Evaluating how well aligned your organization is with its priorities requires that you have clearly iden-
tified your priorities and that you have accurately mapped analyses and other processes to them. A 
matrix with the analysis and process components on one axis and the insider threat program scenarios 
in order of priority on the other axis is one way to accomplish the mapping and will help ensure that all 
scenarios are covered. Tracking effort by priority helps ensure that it is aligned appropriately with the 
priority of the scenarios. While it is not the case that the highest priority items should necessarily get 
the most effort, tracking work can help ensure that all priorities receive attention. Tracking effort could 
mean recording actual time spent on a priority, but it can also be as simple as listing what an analyst 
worked on in a day or week. 

Utility Assessment 

Organizations do not, or at least should not, implement analyses for their own sake. Rather, the purpose 
of implementing an analysis is to fulfill a need and to provide a benefit to the organization. In economics, 
such benefits correlate to the concept of utility.5 Utility refers to the overall usefulness and value of a 
product or service, both alone and in relation to other available products and services. Utility can take 
any of the following four types: form,6 time, place, and possession [Lewis 2015]. 

Each of the four types of utility can be defined as follows: 

• Form utility: refers to the characteristics of a product or service that give it value. For analytic 
products, this type of utility could include benefits such as capacity, speed, and structure and 
content of output. The ability to scale to a needed capacity, integrate with other existing tools, 
execute in a timely fashion with available computing power, and provide human consumable out-
put are examples of form factors that help determine the utility of products or processes for in-
sider threat analysis. 

____________________________________________________________________________ 

4 The “Towards Data Science” blog provides an introduction to this concept in the post “How to Detect Bias in AI” 
[Grootendorst 2020]. Research in bias and ethics for predictive policing is directly relevant here [Crawford 2019]. 

5 This nuanced view of utility is often discussed in marketing and behavioral economics. 

6 Sometimes, as in the paper on utility by Lewis [Lewis 2015], form is broken into form and task utility. 
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• Time utility: refers to the availability of a product or service when a customer needs it. Mainte-
nance needs, licensing availability, and availability of required data are some of the factors re-
lated to the utility of time. 

• Place utility: refers to the context, not necessarily the geography, where a product or service has 
value. For insider threat analytic products and processes, place could refer to contexts like organ-
izational structure dependencies or to whether an employee has a mental disability. Place can 
also refer to the product and service ecosystem where the new product or service will be applied. 
The existence of other products or services with similar capabilities decreases the utility of a new 
one. 

• Possession utility: refers to the ability and time span of actually having a product or service and 
being able to use it. Licensing can play a role here too, as can things like the ability to invoke and 
allow time-consuming processes to run. 

Because utility is a subjective concept, there is no direct way to measure it. Economists evaluate it by 
discussing utility either as cardinal or ordinal. Economists score items they deem to be cardinal using 
numeric values. While, overall, this approach is still subjective—because different people may assign 
values differently—utility could be assigned value based on criteria set by an individual or organization. 
Assigning value in this way provides the opportunity to compare which items provide more utility, and 
allows people to judge how much more or less utility an item provides. When organizations have a list 
of weighted requirements that they use to compare products, they are applying this type of utility to 
decide.  

Ordinal utility does not assign a numeric value, but rather a rank or ordering between different options. 
It is used for comparing options based on less concrete criteria. This approach can be sufficient for 
comparing items where the choice comes down to personal preference, such as the scripting or query 
language a product uses. When people use ranked choice voting to choose an option, they are being 
asked to assign this type of utility to the options. 

Cost Analysis 

When analyzing the cost of a system, it is necessary to consider the direct financial costs, as well as 
indirect financial costs and costs that can be hard to assign a monetary value. Common direct costs for 
insider threat analysis development or acquisition include 

• the monetary cost of hardware, software, and communication infrastructure required to collect 
data and execute the analysis. These costs need to account for acquisition, maintenance, and pos-
sibly decommissioning. 

• the effort of the insider threat analyst for data pre-processing, execution, and interpretation. 
• the effort of the business risk analyst to adjust perception of risk based on data collected and the 

analyses and processes utilized. 

Examples of indirect financial costs that could arise include increased cloud service costs, as well as 
training needs and the time needed for analysts, developers, and maintainers to learn how to effectively 
use the new technology and techniques. For both direct and indirect financial costs, you should take 
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care to identify which of the costs are fixed and which are variable. As part of the cost analysis, an 
organization should consider best case, worst case, and most-likely case cost estimates. 

Costs that can be hard to assign a monetary value include 

• the potential degradation to organizational, managerial, or analyst reputation. 
• emotional effect on employees. 

You should not evaluate the cost of a product on an individual basis. You should consider the cost of a 
product in comparison with similar products and in relation to the overall program budget. The cost for 
a single analytic component or product may seem reasonable, but if you need multiple products to 
achieve a goal, the combined cost may not be. In addition, it is important to not only weigh the cost with 
respect to the budget, but in relation to the utility provided—in other words, you should conduct a cost-
benefit analysis. 

Actual cost measurement involves estimating expected costs and tracking actual costs. To conduct esti-
mations, you can  

• estimate the cost of systems using life-cycle cost methods [Wall Street Mojo 2021. 
• estimate insider threat and business risk analysts’ effort using effort-estimating methods com-

monly used for project management [Dummies 2021]. 
• estimate reputation and emotional impact using enterprise risk management methods [Sickler 

2019] or surveys that gauge organizational engagement or sentiment. 

To track actual costs, you should periodically compare the costs your organization incurs to the esti-
mates you made. For monetary costs, this comparison is as simple as comparing the values of what you 
spent with the values you estimated. You should evaluate costs that are significantly over expectations 
(as defined by the organization) to determine whether the additional cost is acceptable for the continued 
use of the resource. Organizations should be careful to not fall into the sunken cost fallacy during this 
evaluation [Mohammed 2019]. 

Measuring non-monetary costs is a more difficult task. While updating risk estimates, surveys or other 
engagement and sentiment analysis can provide information into how things like reputation are chang-
ing. However, attributing those changes to a specific cause is difficult. Formal or informal sentiment 
analysis is currently the most likely method to provide the necessary insight into these costs. While 
formal sentiment analysis or engagement surveys can be valuable, managers and HR should also regu-
larly be engaging in discussion with employees about how they believe things are going in the organi-
zation and with their work. From an external reputation perspective, organizations should monitor any 
press coverage and jobsite feedback on the company, at minimum. 

Open Problems in Efficacy of Insider Threat Analysis 

So far, we have only discussed individual aspects of measuring the efficacy of an analysis process or 
product. For these aspects, there are open questions about measuring the accuracy and utility of analyt-
ical results, as well as for accounting for cost, especially for those analyses and products whose 
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monetary values are difficult to estimate. In addition, developing formally defined processes could help 
in holistically accounting for all aspects of effectiveness in decision making. 

Conclusion 
Analysis capability is one of the defining factors of an insider threat program. In this paper, we discussed 
a view of analysis specific to insider threat, with the goal of helping managers of analysts better under-
stand their organization’s capability.  

There are many other ways to think about analysis that could be helpful for insider threat teams that this 
paper does not cover. For methods geared towards conducting analysis, we recommend learning more 
about intelligence analysis. Specifically, we recommend that analysts and managers both read “The 
Psychology of Intelligence Analysis” [Heuer 1999] and “A Tradecraft Primer: Structured Analytic 
Techniques for Improving Intelligence Analysis” [CIA 2009]. 
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