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Introduction 
The allocation of command-and-control (C2) functions to systems, subsystems, and computing nodes 
impacts architectural qualities such as latency and composability. The SEI developed an analysis 
method to assess allocations in existing C2 systems and to reason about design choices and tradeoffs 
during the design of new C2 systems.1 A program manager or portfolio manager (for example, a Pro-
gram Executive Office or a service) can use the analysis method early in the life cycle to 
• compare architecture drivers across systems and understand the types of requirements changes 

that could allow increased architecture commonality across systems; 
• identify edge cases – systems with requirements or constraints that preclude architecture com-

monality; 
• focus architecture design changes to improve commonality; and 
• evaluate new architecture approaches. 

The method prioritizes the architecture qualities for the system or systems under analysis, and then rates 
candidate solutions (allocations) based on how well each candidate satisfies each architecture quality. 
The prioritization and ratings are defined and synthesized using the Analytic Hierarchy Process (AHP), 
a mature multi-criteria decision-making method. The synthesis produces a ranking of the candidate al-
locations for each system. Sensitivity analysis allows exploration of tradeoffs in requirements (by alter-
ing the prioritization of the architecture qualities) and design (by modifying a candidate solution) that 
would improve, for example, the reusability or replaceability of system elements. 

We tested the method with a set of scenarios that use notional requirements and system architectures, 
constructed to stress the analysis method and to illustrate capabilities of the method. We found that the 
method should facilitate analysis of the requirements-architecture tradespace, providing early insights 
into which requirements and design decisions affect the solution ranking and providing a framework for 
stakeholders to identify and understand concerns and impacts. However, the solution ranking produced 
by AHP only identifies a one solution as best among the candidates; it cannot determine if that best 
solution meets all requirements. This AHP-based method must be part of a broader suite of analyses 
that screen candidates prior to AHP ranking synthesis or perform further analysis on the candidate 
ranked best by AHP synthesis. 

____________________________________________________________________________ 

1  This work was sponsored by OSD (R&E) as part of the Fully Networked Command, Control & Communications 
(FNC3) Modernization Priority. 



 

SOFTWARE ENGINEERING INSTITUTE | CARNEGIE MELLON UNIVERSITY  2 
Distribution Statement A: Approved for Public Release; Distribution Is Unlimited 

This white paper begins by discussing the C2 function allocation that defines candidate solutions and 
the architecture qualities that are affected by those allocation design decisions. We next introduce the 
Analytic Hierarchy Process and present an example of using the method to explore a tradespace. We 
conclude with a summary of the strengths and limitations of the analysis method and discuss possible 
future directions for this work. 

C2 Function Allocation 
Functions perform information processing, decision making, data access, and user interaction tasks nec-
essary for a C2 system to accomplish its mission. This study focused on systems where all functions are 
executed automatically without human intervention. 

C2 functions may be derived from or organized by a process model such as the Sense-Process-Compare-
Decide-Act model [Lawson 1981], the Observe-Orient-Decide-Act model [Boyd 2018], or the Find-
Fix-Track-Target-Engage-Assess model [Tirpak 2000]. We found no authoritative taxonomy of C2 
functions; however, from our experience and from reviewing the literature, particularly Lawson [1981], 
Dekker [2005], and Eisenberg [2018], we developed a list of twenty C2 functions for defensive systems, 
including object detection, target identification, sensor resource management, engagement decision, and 
effector activation. Further work is needed to align this list with taxonomies such as the National Infor-
mation Exchange Model [NIEM 2019] or the Joint C3 Information Exchange Data Model [MIP 2012]. 

Having identified C2 functions, we can allocate the functions to subsystems of a system and to compu-
ting resources. We focused on military C2 systems [Lawson 1981], as distinguished from other types of 
command and control (for example, C2 as a more general management activity [Alberts 2006]). Figure 
1 decomposes a military C2 system, showing three types of subsystems or components: Applications, 
Sensors, and Effectors. C2 functions are mapped to a subsystem of one of these types to define the 
subsystem allocation. 

 

Figure 1: C2 Software Architecture Context Diagram 
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The software in a C2 system requires computing, storage, and networking resources. We call an instance 
of these resources a node, and a node’s type characterizes the quantity of compute and storage available, 
the relative physical location of the node, and the types of network connections that the node instance 
uses to communicate with other nodes. Node types are summarized in Table 1. C2 functions are mapped 
to a node of one of these types to define the node allocation. 

Table 1: Node Types 

Type Characteristics 

Tactical An embedded computing environment with limited size, weight, and power (SWaP) constraints 
A demand for hyperresponsive exchange of local C2 function message traffic 
Employment within disconnected, intermittent, limited-bandwidth environments 

Expeditionary A movable but stationary environment (e.g., a land-based combat operations center or maritime-
based guided-missile destroyer) 
Relaxed SWaP constraints and some elasticity2 with respect to compute and storage resources 
Employment within constrained access to an electromagnetic spectrum, geographic location and na-
tive infrastructure, and minimum bandwidth requirements 

Enterprise A stationary data center with high elasticity and access to availability zones (if applicable) 
Unconstrained internal / central data computing and message exchanges 
Communication variability within a system of systems (e.g., incoming / outgoing exchanges) defined 
by interfaces 

In order to provide the most generality when specifying allocations, we do not define or constrain a 
direct relationship between subsystems and nodes—they are related only by the C2 function instances 
mapped to each. This allows the mappings to be constructed for any existing system. There may be 
cases where the same set of functions is mapped to both a single subsystem and a single node, or cases 
where a set of functions is allocated to a subsystem and also subsets of that set are allocated to several 
nodes (or vice versa, first to a node and then to several subsystems). 

Architecture Quality Criteria 
There are many quality criteria that can be used to judge an architecture [Bass 2013]. In order to allow 
efficient use of the analysis method, we wanted to keep the number of criteria small. Starting with a 
survey of more than 70 architecture evaluations conducted by the SEI and a literature review (especially 
Lawson [1981], Dekker [2005], and Eisenberg [2018], and various Naval Postgraduate School theses 
on C2), we filtered the criteria based on those that are observable and provide differentiation. An ob-
servable criterion can be measured, either qualitatively or quantitatively, using the subsystem and node 
allocations defined above. A criterion provides differentiation if an allocation can be judged as better or 

____________________________________________________________________________ 

2  Elastic computing uses a pool of shared resources, usually with more capacity than needed for steady-state opera-
tion. Capacity can be dynamically and automatically assigned to running services as needed and returned to the pool 
when no longer needed. 
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worse with respect to the criterion. For example, scalability of compute and storage resources may be 
harder to achieve at the tactical edge because of size, weight, power, and networking constraints, so a 
node allocation that uses only tactical nodes would be less scalable than one that uses enterprise nodes. 
Such filtering produced the initial set of quality criteria shown in Table 2. 

Table 2: Initial Set of Architecturally Significant Quality Criteria 

Quality Criterion Label Definition What Makes an Allocation Better? 

C2 Loop Latency The ability to reliably and predictably 
achieve sub-second response time (de-
tect/react/deploy) 

No essential functions are executed remotely. 

Composability /  
Integrability 

The ease of replacing the sensor and/or 
effector and/or C2 application with a dif-
ferent COTS/GOTS product (e.g., 
MOSA) 

Functions allocated to the sensor and effector 
do not require system-specific information 
(data, configuration, algorithms, etc.) to exe-
cute (good information-hiding decomposition). 
Coupling is from C2 application to sensor and 
effector, with no direct coupling between sen-
sor and effector. 

Modifiability /  
Extensibility 

The ease with which a software system 
can accommodate change to existing 
capabilities and new capabilities 

Related functions are allocated together to lo-
calize changes. 
Tactical < Expeditionary < Enterprise 

Scalability The ease of adding and using compute 
and storage resources to accomplish a 
bigger and/or more complicated mission 

Access to elastic compute/storage resources 
is provided. 
Function execution can be distributed across 
multiple nodes. 

Decision Parameter  
Updatability 

The ease of making updates to parame-
ters used for automated decision mak-
ing and decision support 
Focused on runtime logistics of the pro-
cess; could be push or pull (i.e., auto-
update mechanism) 

Functions are executed in fewer places (fewer 
nodes to update). 
Nodes have high quality-of-service network 
connection to allow updates to be easily and 
dependably distributed (could be centralized 
nodes or edge nodes). 

Analysis Method Workflow 
The Analytic Hierarchy Process (AHP) is a technology to deal with the complexity of multicriteria 
decision making [Saaty 1987]. The AHP was chosen for this method because it is transparent, repeata-
ble, mature, and well represented in the literature. It also supports the use of qualitative and quantitative 
characterizations of both the problem space and the solution space, allowing system engineers and ar-
chitects to apply the analysis method early in the life cycle and refine the results as more data become 
available. Saaty presents a very accessible tutorial example of applying the AHP, starting near the mid-
dle of page 163 [Saaty 1987]. 

The analytic hierarchy consists of a goal, a set of quality criteria, and a set of solution alternatives to 
achieve the goal. Our goal is to identify the best allocations of C2 functions for a system or set of 
systems. The AHP prioritizes the quality criteria by performing a pairwise comparison of criteria to 
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establish their relative importance. The process continues with a pairwise comparison of the solution 
allocations with respect to each criterion. The judgments can be performed by an individual or by a 
group using a consensus process or by combining individual judgments. 

The final step in making a decision using the AHP is to rank the allocation alternatives to identify the 
best overall solution when all criteria are considered. The crucial (manual) part of the AHP is making 
judgments about the relative priorities of the quality criteria and the allocations; the rest is matrix algebra 
and can be automated. 

The workflow steps are shown in Table 3, and each step is summarized briefly below. 

Table 3: Analysis Workflow Steps 

Workflow Step Description 

Judge each solution alternative with 
respect to each decision criterion. 

Use expert judgment to perform pairwise comparisons based on allocation 
models. 
(Or use results of other analyses to directly rate allocations with respect to 
a quality criterion.) 

Prioritize quality criteria. Create a profile that prioritizes the architecturally significant quality crite-
ria for a single C2 system or set of similar C2 systems. 
Use expert judgment to perform pairwise comparisons between quality cri-
teria. 

Compute ranking of alternatives 
based on prioritized criteria. 

Use an AHP calculator to compute rankings. 

Check stability of ranking. Inspect sensitivity to criteria prioritization and allocation ratings. 

Judge Solution Alternatives 

A judgment is created by making (pairwise) allocation-to-allocation comparisons of a set of solution 
candidates, with respect to a single quality criterion, which will establish an ordering of the candidates 
with respect to that criterion. The process is repeated for each of the five quality criteria shown in Table 
2. These orderings show the relative satisfaction of an individual criterion across the different allocation 
alternatives. Each allocation will support each quality criterion differently. These per-criterion judg-
ments reveal quality criteria tradeoffs across solution candidates. 

Note that these allocation judgments are made independent of any particular C2 system’s requirements. 
The judgments are only about relative satisfaction of a single quality criterion by the solution candidate, 
so the allocation judgments can be reused to make decisions about the solution candidate’s suitability 
for any C2 system’s requirements. 

Judgments can be subjective or objective and based on qualitative or quantitative data. Furthermore, 
these can be combined. For example, there may be measurements or simulation results from two alter-
natives for a quality criterion such as C2 Loop Latency. This allows an objective, quantitative compar-
ison between those alternatives. A third alternative may use an architecture approach that is known to 
be slightly better than one of the first two alternatives, allowing an objective, qualitative comparison. 
Finally, a fourth alternative is introduced with no data and only subjective judgments. Judgments can 
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be refined over time, replacing subjective judgments with objective judgments and qualitative with 
quantitative. Sensitivity analysis, described below, can indicate where refinement can improve the qual-
ity of the decision. Table 4 shows an example of how such judgments are made using the 9-point scale 
of the AHP. 

Table 4: Judging Allocation Alternatives with Respect to a Criterion  

Pairwise allocation comparisons with respect to criterion C2 Loop Latency 

Better than Equal Worse than 

A1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 A2 

A1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 A3 

A1 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 A4 

This hypothetical example starts with the quality criterion C2 Loop Latency, and there are allocations 
for four solution candidates (labeled A1 to A4) to be compared. Each allocation is compared in turn 
with all other allocations, and a judgment is made about the relative satisfaction of the criterion between 
that pair. Allocation A1 is judged to be 4 times better than allocation A2 with respect to C2 Loop La-
tency, so that entry in the first row of the table is selected, as indicated by the shading. It’s also 4 times 
better when A1 is compared with A3 (second row), and 6 times better when A1 is compared with A4 
(third row). 

Although not shown in this example, the full comparison table would include rows for the comparisons 
of A2 with A3 and A4, and the comparison of A3 with A4, for a total of six comparisons. The full set 
of pairwise comparison results is used to populate a matrix, such as the one shown in Table 5. The 
accompanying vector on the right shows the computed relative ratings of the four allocations with re-
spect to C2 Loop Latency. 

Table 5: Example Allocation Comparison and Rating with Respect to C2 Loop Latency 

Solution 
Candidate A1 A2 A3 A4  Rating 

A1 1 4 4 6  0.57 

A2 1/4 1 1 5  0.19 

A3 1/4 1 1 5  0.19 

A4 1/6 1/5 1/5 1  0.05 

The rating is computed as the scaled principal eigenvector of the comparison matrix. Off-the-shelf AHP 
calculators such as SuperDecisions3 can be used to perform this computation. 

____________________________________________________________________________ 

3  https://www.superdecisions.com 
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This pairwise comparison among solution candidates is repeated for the other four quality criteria, pro-
ducing similar matrices and rating vectors. 

Prioritize Decision Criteria 

The previous allocation-judgment step used pairwise comparisons to judge the satisfaction of each qual-
ity criterion by each allocation. This step judges the priorities of all the quality criteria in the context of 
one or more C2 systems to construct a profile—a prioritization of the quality criteria. Once the relative 
importance of the set of decision criteria has been determined for the profile, the resulting prioritization 
enables the allocations to be ranked as to which one will best meet the profile’s objectives. 

Note that these criteria prioritization judgments are made independent of any solution candidate. The 
judgments are only about relative priority of quality criteria for the system or systems covered by the 
profile. This step can be performed before or in parallel with the previous step that judges allocations. 

Like the allocation judgments described in the previous section, these criteria prioritization judgments 
can be performed by an individual or a group. For a new system, the criteria prioritization judgments 
might be made during requirements development, while for existing systems, the judgments could be 
based on established requirements. As with the allocation judgments, these criteria prioritization judg-
ments can be subjective or objective and based on qualitative or quantitative data. However, in this case, 
we expect that there may be less quantitative data available. As before, sensitivity analysis, described 
below, can indicate where refinement can improve the quality of the decision. 

The same pairwise comparison process described above is used to make these judgments, and the same 
linear algebra-based transformations are used to go from pairwise relative judgments to a prioritization 
vector. 

Rank Solution Alternatives 

A ranking is a comparison of a set of solution candidates against the prioritized quality criteria for a C2 
system or set of systems. The ranking for each solution candidate is calculated as the sum of the candi-
date’s rating for each quality criterion weighted by the priority of that criterion for the system or set of 
systems. This calculation is performed by an off-the-shelf AHP calculator tool. 

Although the calculation produces a numerical score for each alternative, the ranking is relative and not 
absolute. The AHP calculation is constrained so that the rankings for all solution candidates sum to 1, 
so adding another candidate for consideration reduces the ranking scores for the original candidates. 
Similarly, removing a candidate from consideration raises the ranking scores for the remaining candi-
dates. Furthermore, an analyst cannot set a threshold and reject solution candidates that rank below that 
threshold. Finally, an AHP ranking does not mean that the best-ranked candidate satisfies all system 
requirements, so this method must be paired with other analyses to assess requirements satisfaction. 

Check Stability of Rankings 

The ranking of solution candidates produced by the AHP depends on the relative importance assigned 
to the quality criteria for the C2 system or set of systems. Changing that prioritization may produce a 
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change in the ordering of the candidates. Sensitivity analysis will show how changes in criteria prioriti-
zation affect the ranking. 

If the sensitivity analysis shows that a small change in the priority of a particular criterion changes the 
order of the solution ranking, that should trigger review of the rationale for the prioritization of that 
criterion. Can the rationale be refined, for example, by investing to produce quantitative data to support 
that decision? Furthermore, consider the rating of a solution alternative with respect to this criterion, 
and decide whether investment is warranted to improve the quality of the data to support that rating. 

On the other hand, the sensitivity analysis might show that no matter how much the priority of a partic-
ular quality criterion is increased or decreased, it does not change the ranking order, so there is no need 
to invest to improve the rationale for that criterion. 

Sensitivity analysis will typically be performed by the systems engineer, architect, or analyst who is 
coordinating the analysis process, using an off-the-shelf AHP calculator tool. 

Tradespace Analysis Example 
The brief example shows how to use the method described above to understand the impact of changing 
quality criteria priorities during the evolution of a set of multisector defense systems. The prioritization 
profile labeled P-1, shown in Figure 2, puts a high priority on the quality criterion of C2 Loop Latency, 
with other criteria prioritized significantly lower. As we evolve these systems, we decide that we want 
to increase the priority of the criteria Composability and Decision Parameter Updatability. This is re-
flected in the criteria prioritization for profile P-2 in Figure 2. This profile still puts C2 Loop Latency 
as the most important quality criterion but increases the importance of Composability and Decision 
Parameter Updatability. 

  

Figure 2: Criteria Prioritization for Profiles P-1 and P-2 

0 0.1 0.2 0.3 0.4 0.5

C2 Loop Latency

Composability

Modifiability

Scalability

AI/ML Updates

Profile Comparison

P-1 P-2



 

SOFTWARE ENGINEERING INSTITUTE | CARNEGIE MELLON UNIVERSITY  9 
Distribution Statement A: Approved for Public Release; Distribution Is Unlimited 

Four solution candidates are under consideration, with allocations labeled A-1, A-2, A-3, and A-4. 

Applying the method as described above produces an allocation ranking for both profiles that is shown 
in Table 6. We will look first at the baseline prioritization profile P-1 shown in Table 6. Allocation A-
1 is clearly ranked highest. 

Table 6: AHP Ranking of Candidate Solutions for Profile P-1 

 Profile P-1 

Allocation A-1 0.37 

Allocation A-2 0.25 

Allocation A-3 0.27 

Allocation A-4 0.11 

We should check the stability of the solution by analyzing the sensitivity of the ranking to changes in 
the profile’s quality criteria prioritization. Figure 3 shows one sensitivity chart for this profile, for the 
C2 Loop Latency criterion. 

Here we see that a small decrease in the priority of C2 Loop Latency changes the solution ranking, with 
allocation A-3 becoming the highest ranked solution, so a change to the quality criteria prioritization 
could cause us to prefer a solution other than allocation A-1. (Note that in some sensitivity charts, no 
change in the criterion priority will change the highest ranked solution.) 

Although beyond the scope of this paper, we have also examined a scenario in which a ranking is ex-
tremely sensitive to changes to a profile. Options for dealing with such unstable solutions include reex-
amining the judgments and prioritizations, reworking the allocations (if feasible) to reduce the 
sensitivity, and accepting the instability at this point and dealing with it in the downstream analysis of 
alternatives. 

 

Figure 3: Sensitivity of Profile P-1 to Changes in C2 Loop Latency Priority 
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Conclusions 
The method described here enables lightweight data-driven exploration of the tradespace early in the 
system life cycle. 

The method has several main strengths: 
• Relative comparisons allow the use of any available data: subjective, objective, qualitative, and 

quantitative. Types of data can be combined or mixed, and data can be replaced with more accu-
rate or precise data as it becomes available. 

• Sensitivity analysis indicates where better quality data is informative, and where it may not be 
necessary to invest to improve data quality. 

• Sensitivity analysis allows stakeholders to focus discussions and decisions on the parameters that 
influence the solution selection decision. 

The main limitation of the method is that the solution ranking produced by AHP only identifies one 
solution as best among the candidates; it cannot determine whether the highest-ranked solution candi-
date (or any solution candidate) meets all functional and quality requirements for the system or set of 
systems under analysis. This method must be applied as part of a broader suite of analyses that screen 
or filter candidate solutions and further examine the highest-ranked solution. 

The method may be best applied as shown in Figure 4, as a way to quickly consider and filter a broad 
range of alternatives, prior to a deeper analysis of alternatives (AoA) for a smaller number of candidates. 
The sensitivity analysis from this method can inform the AoA, indicating the quality criteria where 
precise analysis is needed and those that have less influence on the selection. Finally, there may be 
iteration back from AoA, as more precise data is produced and the AHP is repeated with that data. 

  

Figure 4: Navigating the Architecture Tradespace 
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