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Executive Summary 

Zero Trust (ZT) and DevSecOps are popular strategies that leverage automation to execute organiza-

tional processes and workflows. ZT is a security strategy that uses policy to enforce explicit trust be-

tween subjects and resources. DevSecOps is a development strategy that combines tools and agility to 

continuously develop and operate software. Both strategies are interdependent and require balancing 

concerns of how services, data, and infrastructure must be shared to achieve efficiency, cost effective-

ness, and risk mitigation for continuous authority to operate (cATO). A mission thread which focuses 

on the lifecycle of an application being developed within a DevSecOps environment is used to provide 

the context for this discussion. 

Abstract 

The DevSecOps development strategy is increasingly being used by organizations and programs to im-

prove the quality and timeliness of the product being produced. The DevSecOps pipeline is built with a 

continuous integration and continuous delivery focus where automation is envisioned to help speed up 

the development and provide testing of the product. The use of hybrid computing environments to im-

plement and support the DevSecOps strategy adds complexity to this situation.  

Over the past year, we are experiencing a higher level of intrusions in these organizations and programs. 

A security strategy which has come into prominence to combat these intrusions is Zero Trust. This 

strategy cannot be implemented through the procurement of one or two commercial products . Zero Trust 

is a journey that can mature over time. The question we are addressing in this paper is, “How can you 

reason about Zero Trust considerations for a DevSecOps pipeline and associated ecosystem in a hybrid 

computing environment?” 

We have created an application development mission thread which provides context for an application’s  

lifecycle as it would go through a DevSecOps pipeline. The DevSecOps phases are used to break the 

mission thread steps up to understand the actors and their actions in each step. Using this information, 
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Zero Trust considerations are identified for each phase. These can be used by organizations and pro-

grams which are transitioning to a Zero Trust implementation within their hybrid computing environ-

ment to be able to better make tradeoff decisions concerning their implementations. 

1 Introduction 

Digital modernization and transformation initiatives are driving organizational culture, infrastructure, 

and operations change. Executing these initiatives requires a strategy that communicates its vision, 

goals, objectives, priorities, and elements. Priorities common across strategies today include cyberse-

curity, artificial intelligence (AI), and cloud computing. They also share common goals of innovation,  

efficiency, agility, and evolution. Defense and industry are leveraging two security models to achieve 

these strategic goals and priorities: DevSecOps and Zero Trust (DoD 2019).  

Organizations should understand both models, how they work together to improve cybersecurity, and 

how they must adapt to incorporate them into their processes and workflows. For this paper, we provide 

a high-level overview of a DevSecOps pipeline and its phases. A mission thread is used to provide the 

context for developing an application in this environment. Our focus is to identify Zero Trust consider-

ations that organizations will need to address as they go through the seven DevSecOps phases (Plan, 

Develop, Build, Test, Release and Deliver, Deploy, and Operate). [DoD 2021e] 

2 Zero Trust 

Zero Trust is a cybersecurity strategy focused on protecting networked resourc es. The concept was 

originally developed by John Kindervag at Forrester Research in 2009 to mitigate targeted and malicious  

insider attacks. Network-centric solutions didn’t mitigate these attacks when perimeter security was 

breached and a different approach was required [Kindervag 2016]. 

Within a Zero Trust strategy, networked resources are any system, data, or application accessed by 

subjects. Subjects are humans or non-person entities (NPEs), such as IoT (Internet of Things) devices 

or application containers. Policy decision and enforcement points control subject access to resources, 

while dividing access areas into untrusted and implicit trust zones. Figure 1 provides an overview of 

these concepts [NIST 2020]. 
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Figure 1: Zero Trust Networked Resources 

Two perspectives are commonly used to interpret and implement a Zero Trust strategy: principles and 

platform. Principles are abstract characteristics that form the strategy. Platform is the abstract system 

that implements the strategy. Both are important, inform each perspective, and must remain consistent. 

2.1 Principles 

Three core and expanded principles comprise Zero Trust [Garbis 2021]. Core principles required for 

every Zero Trust implementation are: 

 Ensure all resources are accessed securely, regardless of location. 

 Inspect and log all traffic. 

 Adopt a least privilege strategy and strictly enforce access control.  

Core principles assume mature organizations that inventory, manage, and monitor subjects and re-

sources. Subjects are provisioned access to resources, access policy is dynamic, and all traffic is en-

crypted, logged, and monitored. Trust between subjects and resources is never assumed or implied. 

Expanded principles, equally important and required for any enterprise-class Zero Trust implementation 

are: 

 Ensure all components support application programming interfaces (APIs) for event and data ex-

change. 

 Automate actions across environments and systems, driven by context and events. 

 Deliver tactical and strategic value. 

Expanded principles assume a high-performing, data-driven organization that develops systems, archi-

tecture, applications, and APIs. Systems are integrated, dynamically monitoring the environment, and 

updating access policy as factors change. The organization must be agile, define performance, and meas-

ure outcomes for tactical and strategic decision making. 

2.2 Platform 

A Zero Trust platform is an abstract system that implements organizational security strategy with com-

ponents and capabilities. Generally viewed as an enterprise solution, Zero Trust comprises seven com-
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ponents: User, Device, Network/Environment, Application and Workload, Data,  Visibility and Analyt-

ics, and Automation and Orchestration. Each component is a key system area required to implement the 

platform and its controls. The Visibility and Analytics component provides the information necessary 

to develop a situational awareness of the Zero Trust implementation collected from the User, Device, 

Network/Environment, Application & Workload, and Data components. This information is used to 

identify potential threats which will result in dynamic changes to the security policy and access deci-

sions. (see Figure 2). 

To make the dynamic and real-time aspects of the Zero Trust implementation a reality, the Automation 

and Orchestration component is responsible for automating, consistent security responses across the 

enterprise/system through the use of security orchestration, automation and response (SOAR), security 

information and event management (SIEM) and other automated security tools. All components imple-

ment encryption and telemetry-based access controls [DoD 2021a]. 

 

Figure 2: Zero Trust Components and Capabilities 

Zero Trust also comprises more than 20 capabilities. Capabilities are platform activities and resources 

required to perform a specified course of action, such as user and device authentication and authoriza-

tion. Some capabilities, such as Machine Learning and Artificial Intelligence, span two components.  

While a universal set of standards to implement a Zero Trust platform doesn’t currently exist, multiple 

organizations are working towards this goal. IEEE established a Zero Trust Security Working Group 

(P2887) mid-2020 to develop recommended security guidance [IEEE 2020]. NIST is actively working 

on developing Zero Trust standards dealing with architecture, microservices, access control, and 

DevSecOps. This information can be located with a “zero trust” topic search [NIST 2021]. NIST also 

established an NCCOE (National Cybersecurity Center of Excellence) Zero Trust Architecture Com-

munity of Interest late in 2018 to actively build out an example architecture [NCCOE 2018].  

The most comprehensive set of published standards, the US DoD (United States Department of Defense) 

Zero Trust Reference Architecture contains Profile (StdV-1) and Forecast (StdV-2) standards for DoD 
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Figure 4: Zero Trust Pillars 

The Seven Zero Trust pillars assist with the categorization of capabilities and technologies that 

can perform Zero Trust functions in an environment. The seven pillars in the DOD Zero Trust 

Architecture include: 

User:  Securing, limiting, and enforcing person, non-person, and federated entities’ access to 

DAAS encompasses the use of ICAM capabilities such as multi-factor authentication (MFA) and 

continuous multi-factor authentication (CMFA). Organizations need the ability to continuously 

authenticate, authorize, and monitor activity patterns to govern users’ access and privileges 

while protecting and securing all interactions. RBAC and ABAC will apply to policies within this 

pillar to authorize users towards access of applications and data.  

Device:  Having the ability to identify, authenticate, authorize, inventory, isolate, secure, 

remediate, and control all devices is essential in a Zero Trust approach. Real-time attestation 

and patching of devices in an enterprise are critical functions. Some solutions such as Mobile 

Device Managers or Comply to Connect programs provide data that can be useful for device 

confidence assessments. Other assessments should be conducted for every access request 

(e.g. examinations of compromise state, anomaly detection, software versions, protection 

status, encryption enablement, etc.).  

Network/Environment:  Segment (both logically and physically), isolate, and control the 

network/environment (on-premises and off-premises) with granular access and policy 

restrictions. As the perimeter becomes more granular through macro-segmentation, micro-

segmentation provides greater protections and controls over DAAS. It is critical to (a) control 

privileged access, (b) manage internal and external data flows, and (c) prevent lateral 

movement.   
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systems [DoD 2021a]. Profile standards list technology, laws, regulations, policies, and tactics, tech-

niques and procedures for Zero Trust components. Forecast standards list technology, operations, and 

business standards and conventions for Zero Trust capabilities.  
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3 DevSecOps 

DevSecOps is a collaborative software development strategy that integrates development (Dev), secu-

rity (Sec), and operations (Ops) practices into one lifecycle. It improves software quality, efficiency, 

and security by combining teams, culture, infrastructure, and Agile development practices. Previous 

development strategies employed siloed teams and longer, disconnected lifecycles. When security prob-

lems occurred, the actions to correct them involved long time delays and significant expense to fix. 

DevSecOps addresses those challenges by introducing features, patches, and fixes early and frequently 

in the lifecycle. 

DevSecOps is commonly viewed from three different perspectives: lifecycle, platform, and product. 

The lifecycle perspective views the strategy from its eight progressing software development stages. 

The platform perspective views DevSecOps from the tools used to implement the lifecycle, while the 

product perspective is the application developed with the platform. Each perspective provides a unique 

lifecycle view to consistently implement DevSecOps and integrate it with zero trust.  

Zero Trust provides DevSecOps platform security infrastructure such as ICAM (identity, credential, and 

access management), SIEM (security information and event management), and SOAR (security orches-

tration, automation, and response). [DoD 2021a] This enables faster time to implementation, integrated 

security, and broader situational awareness. DevSecOps is also a Zero Trust capability that supports 11 

operational activities and five services. These listings are available in DoD ZTRA (Zero Trust Reference 

Architecture) CV-6 and CV-7 capability views [DoD 2021a]. 

3.1 Lifecycle 

The DevSecOps lifecycle perspective views the development strategy from its eight stages and is com-

monly represented by infinity and unfolded diagrams. The infinity diagram (Figure 3) depicts 

DEVSECOPS as an infinite lifecycle with integrated security practices. The left side of the diagram 

contains the lifecycle development stages and their integrated security practices, while the right side of 

the diagram contains the operations stages and their respective security practices. 

 

Figure 3: DevSecOps Infinity Software Lifecycle [DoD 2021b] 
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Figure 3: DevSecOps Software Lifecycle 

With DevSecOps, the software development lifecycle is not a monolithic linear process. The 

“big bang” style delivery of the Waterfall process is replaced with small but more frequent 

deliveries, so that it is easier to change course as necessary. Each small delivery is accomplished 

through a fully automated process or semi-automated process with minimal human intervention 

to accelerate continuous integration and delivery. The DevSecOps lifecycle is adaptable and has 

many feedback loops for continuous improvement. 

3.3 DevSecOps Pillars 

DevSecOps are supported by four pillars: organization, process, technology, and governance, as 

illustrated in Figure 4. 
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The unfolded diagram (Figure 4) depicts the infinity diagram as it would be in an unfolded state. This 

view emphasizes the occurrence of monitoring, cybersecurity automation, control gates, risk determi-

nation, and feedback loops in the lifecycle. Cybersecurity automation, monitoring, and risk determina-

tion occur at each phase of the lifecycle. Build, integration, delivery, and deployment feedback loops 

occur at specific phases of the lifecycle. In Figure 4, the feedback loops do not show an actual looping 

back in the phases. It just shows a flat bar of the stages included in each feedback loop. Continuous 

build feedback occurs at the develop and build phases, while continuous integration feedback occurs at 

the develop, build, and test phases. Continuous delivery feedback occurs at the plan, develop, build,  

test, and release and deliver phases, while continuous deployment feedback includes the deploy phase. 

Control gates occur between the develop, build, test, release and deliver, and deploy phases. A control 

gate is a checkpoint in the process where a checklist of stage-specific goals are reviewed to see if the 

stage has accomplished this and can move to the next stage or not.  

 

Figure 4 DevSecOps Unfolded Software Lifecycle [DoD 2021d] 

3.2 Platform 

The DevSecOps platform perspective views the development strategy from the components used to 

implement the lifecycle. Components include applications, workflows, tools, software factory, services, 

and infrastructure. Figure 5 shows how platform tools integrate with people, infrastructure and a CI/CD 

(continuous integration/continuous delivery) orchestrator to develop, test, and release applications with 

through workflows. Some of the workflows provide CM (configuration management) verification and 

audit check capabilities, while a few tools provide CM control capabilities. Figure 6 depicts the inter-

action of software factory tools, workflows, and infrastructure services to produce applications. In this 

diagram, code repository and artifact services provide CM control capabilities, while development test-

ing and release and deliver workflows provide CM verification and audit capabilities. 
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behavior monitoring in a DevSecOps environment. At a minimum, teams must incorporate 

behavior detection, and they should aspire and drive to incorporate behavior prevention 

throughout the software factory and its environments. 

DevSecOps Lifecycle 
The DevSecOps software lifecycle is most often represented using a layout that depicts an 

infinity symbol, depicted previously in Figure 4. This representation emphasizes that the 

software development lifecycle is not a monolithic linear process. There are eight phases: plan, 

develop, build, test, release, deliver, deploy, operate, and monitor, each complimented by 

specific cybersecurity activities. 

DevSecOps is iterative by design, recognizing that software is never done. The “big bang” 

style delivery of the Waterfall process is replaced with small, frequent deliveries that make it 

easier to change course as necessary. Each small delivery is accomplished through a fully 

automated process or semi-automated process with minimal human intervention to accelerate 

continuous integration and continuous delivery. This lifecycle is adaptable and as discussed 

next, includes numerous feedback loops that drive continuous process improvements. 

NOTE: The unfolded “infinity” DevSecOps diagram depicted in Figure 5 is used to better 

illustrate the relationship between the lifecycle phases and the continuous feedback loops used 

to drive continuous process improvement. 

 

Figure 5 "Unfolded" DevSecOps Lifecycle Phases 

  

Cybersecurity Testing at Each Phase 
There is no “one size fits all” solution for cybersecurity testing design. Each software team has 

its own unique requirements and constraints. However, the software artifact promotion 

control gates are a mandatory part of the software factory; their inclusion cannot be 

waivered away. Figure 6 depicts where each of the mandatory control gates are within each of 

the software factory’s pipelines, depicted by the diamonds at the top of the graphic. The graphic 

depicts a notional and incomplete sampling of the types of tests at each gate; different pipelines 
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Figure 5 Notional Expansion of a DevSecOps Pipeline [DoD 2021b] 

 

Figure 6 Software Factory - DevSecOps Services [DoD 2021c] 
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Figure 12: Containerized Software Factory Reference Design 

6.1.1 Hosting Environment 

The reference design does not restrict the software factory hosting environment, which could be 

DoD-approved Cloud Service Providers, DoD data centers or even on-premises servers. The 
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Figure 7: Software Factory - DevSecOps Services 

5 Additional Tools and Activities 

The DevSecOps Tools and Activities Guidebook, part of the DevSecOps Fundamentals, 

establishes common DevSecOps tools and activities. The guidebook recognizes that specific 

reference designs may elevate a specific tool from PREFERRED to REQUIRED, as well as add 

additional tools and/or activities that specifically support the nuances of a given reference 

design. The following sections identify those tools and activities unique to this reference design 

across the Deploy and Monitor phases of the DevSecOps lifecycle. 
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3.3 Product 

With a basic understanding of Zero Trust and DevSecOps strategies, we have developed a mission 

thread which we use to set context for developing an application in DevSecOps pipeline and identify 

some assumptions which will help use identify some Zero Trust considerations in this process.  A mis-

sion thread is a sequence of end-to-end activities and events, given as a series of steps, that accomplish 

the execution of one or more capabilities that a system-of-systems (SoS) supports. A SoS is integrated 

to accomplish a number of missions that involves cooperation among individual systems.  The mission 

thread helps tell a story of creating an application and gaining an understanding of the actions, and the 

people who have to perform those actions. The mission thread involved a DevSecOps pipeline provides 

the opportunity to add some “interesting twists” like having a third party develop the application only 

using the environment and supporting development artifacts provided to it.  

In this paper, small business provider MTECH is contracted to develop specialized situational awareness 

(SA) dashboards for Bank1’s cybersecurity operations center (CSOC). MTECH must use artifacts from 

BANK1’s repository to create and update dashboards in a software factory using a DevSecOps pipeline.  

The repository contains reference software that is hardened, version controlled, and patched by BANK1. 

MTECH combines these artifacts with the DevSecOps lifecycle and platform to develop SA dashboards. 

4 Mission Thread 

Mission threads are sequences of end-to-end activities and events that take place to accomplish the 

execution of SoS (system of systems) capabilities [Gagliardi 2013]. This paper uses an application de-

velopment mission thread for a fictional bank to understand DevSecOps and Zero Trust interaction. 

BANK1 has developed a DevSecOps ecosystem to improve the cybersecurity of applications developed 

for use on its CSOC. The ecosystem will be used by BANK1 staff, as well as third-party application 

developers. The ecosystem contains an artifact repository that holds hardened virtual machine (VM) 

images and hardened Open Container Initiative (OCI) compliant container images of: DevSecOps tools, 

container security tools, common program platform components, custom code, build process, configu-

ration files, and applications. VM is a computer resource that uses software instead of a physical com-

puter to run programs and deploy applications. OCI is working to develop open industry standards 

around container formats and runtime. A container is a standard unit of software that packages up code 

and all its dependencies so that the application runs quickly and reliably from one computing environ-

ment to another. BANK1 is providing the cloud infrastructure that developers work in and is imple-

menting Zero Trust principles into the DevSecOps ecosystem to improve cybersecurity.  

MTECH, a small business that specializes in situational awareness (SA) dashboards , is contracted to 

create applications for BANK1’s CSOC. MTECH is required to use artifacts from BANK1’s repository 

to create and update SA dashboards in a software factory process. This thread will be used to explore 

the impacts of implementing zero trust tenets to the DevSecOps ecosystem. 
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The following sections break the application development mission thread into DevSecOps lifecycle 

phases. At the end of each section, a table of Zero Trust considerations and the action responses which 

are involved is provided. The goal of this information is to spawn the readers thoughts concerning ad-

ditional possible Zero Trust considerations. 

5 Mission Thread Plan 

The DevSecOps plan phase sets a foundation for the remaining phases with activities that help manage 

time, cost, quality and risk. Activities include requirements gathering and analysis, gap and risk analysis, 

and process definition. Multiple assumptions also accompany this phase that impact successful BANK1 

and MTECH engagement. 

One assumption is that BANK1 understands data and how it flows in their environment. Data, assets, 

applications, and services (DAAS) are categorized and managed by mission criticality. Technical and 

policy controls implement data management, while data at rest and in-transit is monitored to identify 

and mitigate theft. 

Another assumption is BANK1 has an operational zero trust infrastructure in place. Identity, credential, 

and access management (ICAM) is used to provision, manage, authenticate, and authorize subject access 

to resources throughout the environment. ICAM, combined with public key infrastructure (PKI), micro- 

and macro-segmentation, and other technical controls enforce least-privilege policy and prevent lateral 

movement. Subject/resource communications are visible, baselined, and monitored by security event 

and information management (SIEM) to identify events of interest. Machine learning (ML), artificial 

intelligence (AI) and security orchestration automation and response (SOAR) platforms work together 

to integrate information and respond to incidents with standardized application programming interfaces 

(APIs). 

Governance, risk, and compliance (GRC) is also assumed. Processes and procedures are established, 

documented, and practiced. The software factory provides reference software and templates to stand-

ardize development, configuration, and maintenance [DoD 2021c]. This includes containers and other 

reusable components that standardize implementing ZT services during application development such 

as authentication, authorization, and logging. The software factory is also monitored, measured and 

remediated to mitigate risk and enable achieving the goal of a continuous authority to operate (cATO). 

Authority to Operate (ATO) is a process that certifies a system to operate for a certain period of time by 

evaluating the risk of the system’s security controls. cATO is an on-going authorization which deals 

with ongoing understanding and acceptance of security and privacy risk. cATO is focused on transpar-

ently defined and well understood continuous monitoring program. 

BANK1 and MTECH enter the plan phase after completion of contractual agreements. BANK1 provides 

MTECH onboarding instructions that include user and device provisioning and token requirements. 

Roles and policies are defined in the mission thread for the BANK1 environment in order to properly 

provision subjects to resources needed to complete work, including PKI certificate generation and use. 
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Onboarding also provides all documentation necessary for MTECH to begin application development 

with the platform and ZT infrastructure. Documentation includes the current state of DevSecOps pipe-

line and ZT infrastructure, transition roadmaps, and stakeholders that can answer MTECH infrastructure 

questions. 

MTECH then begins engagement planning. ZT and application requirements are gathered from stake-

holders and used to develop a roadmap. The roadmap is developed using an agile process. 

Table 1: Mission Thread DevSecOpsS Plan Phase ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Plan Data, assets, applications, and 

services (DAAS) are categorized and 

managed by mission criticality. 

BANK1 infrastructure team, MTECH 

developer team. 

Plan Technical and policy controls 

implement data management. 

BANK1 infrastructure team, MTECH 

developer team. 

Plan Data at rest and in-transit is monitored 

to identify and mitigate theft. 

BANK1 infrastructure team, MTECH 

developer team 

Plan Identity, credential, and access 

management (ICAM) is used to 

provision, manage, authenticate, and 

authorize subject access to resources 

throughout the environment. 

BANK1 infrastructure team, MTECH 

developer team 

Plan ICAM, combined with public key 

infrastructure (PKI), micro- and macro-

segmentation, and other technical 

controls enforce least-privilege policy 

and prevent lateral movement. 

BANK1 infrastructure team, MTECH 

developer team 

Plan Subject/resource communications are 

visible, baselined, and monitored by 

security event and information 

management (SIEM) to identify events 

of interest. 

BANK1 infrastructure team, MTECH 

developer team 

Plan Machine learning (ML), artificial 

intelligence (AI) and security 

orchestration automation and 

response (SOAR) platforms work 

together to integrate information and 

respond to incidents with standardized 

application programming interfaces 

(APIs). 

BANK1 infrastructure team, MTECH 

developer team 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Plan The software factory provides 

reference software and templates to 

standardize ZT concepts, 

configuration, and maintenance. This 

includes containers and other reusable 

components that standardize 

implementing ZT services during 

application development such as 

authentication, authorization, and 

logging. 

BANK1 infrastructure team, BANK1 

repository administrator, MTECH 

developer. 

Plan The software factory is also monitored, 

measured and remediated to mitigate 

risk and enable continuous authority to 

operate (cATO). 

BANK1 administrator, MTECH 

developer. 

Plan Roles and policies are defined in the 

BANK1 environment in order to 

properly provision subjects to 

resources needed to complete work, 

including PKI certificate generation 

and use. 

BANK1 infrastructure team. 

Plan Onboarding provides all 

documentation necessary for MTECH 

to begin application development with 

the platform and ZT infrastructure. 

Documentation includes the current 

state of ZT infrastructure, transition 

roadmaps, and stakeholders that can 

answer MTECH infrastructure 

questions. 

BANK1 infrastructure team. 

Plan ZT and application requirements are 

gathered by MTECH from 

stakeholders and used to develop a 

roadmap. 

BANK1 stakeholders, MTECH 

developer. 
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6 Mission Thread Develop 

The DevSecOps develop phase uses software development tools to convert requirements from planning 

into source code. Source code includes application code, test scripts, infrastructure as code (IaC), secu-

rity as code (SaC), workflow scripts, and other code artifacts. Integrated development environments 

(IDEs) and plugins are development aids used to enhance productivity and improve quality during this 

phase. Code completion, templating, styling, build, and debugging automation increase efficiency and 

reduce defects. Security plugins analyze code during development to enforce security policy and com-

pliance, while identifying suspicious and sensitive content [DoD 2021a].  

For this phase, the following assumptions are identified. Development tools integrate natively with ZT 

infrastructure services to build a secure entry point for code artifacts. Policy decision points (PDPs) 

generate dynamic policy by combining ICAM, enterprise policy, and external data such as threat intel-

ligence, compliance, SIEM, and SOAR. Policy enforcement points (PEPs) use policy to enable, monitor, 

and terminate connections between subjects and resources [NIST 2020]. The PEPs have been imple-

mented by BANK1 and operates under PDP controls. A ticket management system (TMS) is part of the 

BANK1 ecosystem and automates communication between both organizations. 

MTECH combines development tools with artifacts from the BANK1 central repository for its SA ap-

plication development. Hardened OCI (Open Container Initiative) compliant containers, BANK1 secu-

rity stacks, software libraries, templates, and other artifacts streamline development and reduce risk. 

Repository artifacts are version controlled, scanned, and patched to remediate vulnerabilities and cen-

tralize BANK1 ZT software and tenets. 

MTECH also verifies its current understanding of the ZT infrastructure and DevSecOps platform during 

this phase. Source code incorporates the BANK1 ZT security stack, APIs, infrastructure strategy, and 

roadmaps. MTECH code adopted from outside engagements is authorized and configuration managed 

by BANK1 before incorporation into the central repository. Standards and metrics are developed and 

measured to verify the application meets or exceeds BANK1 requirements as it interoperates with the 

ZT infrastructure. 

MTECH uses the TMS to record and report progress and issues to BANK1 stakeholders. BANK1 owns 

and maintains the ZT infrastructure, central repository, and DevSecOps environment and responsively 

reports and addresses MTECH issues. To accomplish this, BANK1 incorporates MTECH reporting into 

its ZT infrastructure and DevSecOps Epics for internal decision making. In turn, BANK1 reports and 

tracks MTECH related incidents with the TMS. 

Table 2: Mission Thread DevSecOps Develop Phase ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Develop Development tools integrate natively with ZT in-

frastructure services to build a secure entry 

point for code artifacts. 

Pipeline administrator, BANK1 

infrastructure team, MTECH de-

veloper. 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Develop Policy decision points (PDPs) generate dynamic 

policy by combining ICAM, enterprise policy, 

and external data such as threat intelligence, 

compliance, SIEM, and SOAR. 

Pipeline administrator, BANK1 

infrastructure team. 

Develop Policy enforcement points (PEPs) use policy to 

enable, monitor, and terminate connections be-

tween subjects and resources. 

BANK1 infrastructure team. 

Develop MTECH combines development tools with arti-

facts from the BANK1 central repository in this 

phase for SA application development. 

BANK1 repository administrator, 

pipeline administrator, MTECH 

developer. 

Develop Source code incorporates the BANK1 ZT secu-

rity stack, APIs, infrastructure strategy, and 

roadmaps. 

BANK1 repository administrator, 

pipeline administrator, MTECH 

developer, BANK1 infrastructure 

team. 

Develop MTECH code adopted from outside engage-

ments is authorized and configuration managed 

by BANK1 before incorporation into the central 

repository. 

BANK1 repository administrator, 

MTECH developer. 

Develop Standards and metrics are developed and 

measured to verify the application meets or ex-

ceeds BANK1 requirements as it interoperates 

with the ZT infrastructure. 

BANK1 stakeholders, MTECH 

developer. 

Develop BANK1 owns and maintains the ZT infrastruc-

ture, central repository, and DEVSECOPS envi-

ronment and responsively reports and ad-

dresses MTECH issues. 

BANK1 infrastructure team, 

MTECH development team. 

Develop BANK1 incorporates MTECH reporting into its 

ZT infrastructure and DEVSECOPS Epics for in-

ternal decision making. 

BANK1 infrastructure team, 

MTECH development team. 

Develop BANK1 reports and tracks MTECH related inci-

dents with the TMS. The TMS is part of the 

BANK1 ecosystem and automates communica-

tion between both organizations. 

BANK1 infrastructure team, 

MTECH development team. 
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7 Mission Thread Build 

The DevSecOps build phase uses tools and automation to build and package applications, services, and 

microservices from source code and other artifacts. Activities in this phase include application build 

and compiling, static application security tests or scans, dependency vulnerability checks, containeriza-

tion, release packaging, artifact storage, and build configuration control and auditing. Common tools 

include build automation, source code linters, container builders, artifact repositories, Static Application 

Security Test (SAST), and software bill of materials (SBOM) checking tools [DoD 2021b].  

Build tools and automation integrate ZT security services and tenets into the application. Some tenets 

and security services originate from artifacts in BANK1’s central repository, while others originate from 

MTECH’s development and build processes. MTECH integrates BANK1’s common security stack from 

the central repository to incorporate ZT tenets, services, and APIs such as ICAM, logging, and behavior 

protection. MTECH develops security templates for their application that meet BANK1 requirements 

and configuration management guidelines. 

BANK1’s CI/CD (continuous integration/continuous deployment) orchestrator uses NPEs (non-person 

entities) and PKI (public key infrastructure) to restrict human access to the build process. SAST and 

DAST (dynamic application security testing) tools are integrated with the CI/CD pipeline and perform 

security testing on the SA dashboard application source code. MTECH iterates the build process by 

developing code, performing SAST/DAST, dependency checking, and other testing. The build phase 

also integrates control gates such as ZT compliance checks to identify and mitigate risks before moving 

to the test phase. BANK1 reports risks to MTECH for review and mitigation.  

BANK1’s ZT infrastructure monitors build activities for anomalous behavior and enforc es policy by 

restricting subject and resource interaction. NPEs authenticate and authorize automated build activities 

with PKI, while ZT infrastructure monitors data at rest and in transit and dynamically updates policy to 

mitigate risk. BANK1 SOAR playbooks automate incident response activities and report build incidents 

to MTECH. 

Table 3: Mission Thread DevSecOps Build Phase ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Build Build tools and automation integrate ZT se-

curity services, tenets, and APIs into the SA 

dashboard application. 

BANK1 repository administrator, 

MTECH developer. 

Build CI/CD orchestrator uses NPEs and PKI for 

access control. 

Pipeline administrator, ICAM ad-

ministrator, PKI administrator, 

BANK1 repository administrator, 

MTECH developer. 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Build Security templates enforce compliance and 

configuration management. 

Pipeline administrator, BANK1 

repository administrator, MTECH 

developer. 

Build Build logs are monitored to identify events, 

alerts, and anomalies. 

SIEM administrator, MTECH 

developer, pipeline administrator. 

Build Data at rest and in transit is monitored and 

policy is dynamically updated to mitigate 

risk. 

SIEM administrator, SOAR 

administrator, ZT policy 

administrator. 

Build Control gates such as ZT compliance checks 

are used to mitigate risks before they 

propagate to the DEVSECOPS test phase. 

Pipeline administrator, BANK1 

repository administrator, MTECH 

developer. 

Build BANK1 SOAR playbooks automate incident 

response activities and report build incidents 

to MTECH. 

MTECH developer, pipeline 

administrator, SOAR 

administrator. 
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8 Mission Thread Test 

The DevSecOps test phase supports continuous testing across the software development lifecycle and 

requires a significant portion of tests to be automated. Automated tests commonly used in this phase 

include unit, integration, system, functional, regression, acceptance, and performance tests. Multiple 

tools and activities are combined to execute each test type in this phase and they must integrate with 

BANK1’s zero trust architecture (ZTA) [DoD 2021b].  

Successful builds are automatically deployed to the test environment for manual and automated testing. 

The test environment may provide operational devices and services, or others that emulate BANK1’s 

environment. A staging environment may also be required for testing devices and services not available 

in BANK1 infrastructure. Staging environments hosted outside of BANK1 must interoperate with 

BANK1’s ZTA. 

User acceptance testing (UAT) is typically performed via manual testing, where people use the appli-

cation to identify issues or improvements. Automated testing includes security scans, test, and compli-

ance checks on the SA dashboard application. Manual and automated test cases should define ZT sub-

jects, resources, and policies while verifying components and capabilities. For example, human and 

NPE subject personas should be created and provisioned for resources. These personas are then incor-

porated into tests of malicious and non-malicious behavior that validate ZT components and capabilities .  

It is assumed that MTECH will not perform administrative functions on BANK1 infrastructure, requir-

ing MTECH and BANK1 to collaborate and identify appropriate personas, tests, and configuration man-

agement necessary for implementation. 

The testing phase comprises three stages: development, system, and pre-production. The development 

test stage is comprised of unit and SAST testing. The system test stage includes DAST, integration tests, 

and system tests. The pre-production test stage incorporates manual security, performance, regression, 

and acceptance tests, while enforcing container policy and conducting compliance scans.  

Data and infrastructure during this phase are labeled for ZT to determine context for dynamic policy 

and decision making. The iterative nature of this phase also generates volatile data that can impact ZT 

Visibility and Analytics and Automation and Orchestration components. BANK1 and MTECH must 

balance risks and threats unique to this phase with detection and mitigation capabilities. 

MTECH iterates back to the build process to eliminate or mitigate defects. Integration testing is per-

formed on the SA dashboard until it is deemed ready for release into production. Once the SA Dashboard 

is ready for production, NBD moves to the Release and Deliver phase.  
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Table 4: Mission Thread DevSecOps Test Phase ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Test The test environment may provide operational 

devices and services, or others that emulate 

BANK1’s environment. 

BANK1 infrastructure team, 

pipeline administrator, MTECH 

developer. 

Test Staging environments (internal and externally 

hosted) must interoperate with BANK1’s ZTA. 

BANK1 infrastructure team, 

pipeline administrator, MTECH 

developer. 

Test Manual and automated test cases should 

define ZT subjects, resources, and policies 

while verifying components and capabilities. 

MTECH developer. 

Test Data and infrastructure during this phase are 

labeled for ZT to determine context for 

dynamic policy and decision making. 

BANK1 infrastructure team, 

pipeline administrator, MTECH 

developer. 

Test The iterative nature of this phase also 

generates volatile data that can impact ZT 

Visibility and Analytics and Automation and 

Orchestration components. 

BANK1 infrastructure team, 

pipeline administrator, MTECH 

developer. 

9 Mission Thread Release and Deliver 

The DevSecOps release and deliver phase sets a production deployment milestone for releasing an ap-

plication. Analysis tools and data are used to review the release, verify the implementation reflects the 

design, assess potential threats, and reason about interoperability and performance. Analysis data and 

results are stored. The application is ready for deployment and provides data for ZT infrastructure to 

generate events, alerts, and anomalies for dynamic policy development and enforcement.  

It is assumed that new information, interfaces, and services are developed to support ZT Visibility and 

Analytics and Automation and Orchestration components are implemented in this phase. New security 

templates and controls are also deployed with the SA dashboard application. Supporting templates, con-

trols, and other information are released as a separate repository artifact(s). Examples include log for-

mats and descriptions, detection signatures, and algorithms needed for ZT components and capabilities.  

Based on BANK1’s implementation, this information would be identified in the contract with MTECH. 

Identification of these artifacts is an area that will need continued effort to define as more experience is 

gained. 

The completion of this phase acts as a control gate to release the SA dashboard to BANK1’s repository. 

The control gate can be manual, automated, or a hybrid approach. To accomplish this, BANK1 CSOC 

staff work with quality assurance and MTECH technical support to review and mitigate DevSecOps and 
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ZT risk. Build and test phase data is reviewed to verify and accept the SA dashboard application for 

release. This process is documented and refined in order to automate the release of most applications.  

Automation of the release assumes a deep understanding of the data, environment, subjects, resources, 

and their interactions for release and deliver. MTECH must have access to the same information to 

address questions about or provide revisions for the SA dashboard application and this should be ac-

counted for in the pipeline. 

Table 5: Mission Thread DevSecOps Release and Deliver Phase ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Release and 

Deliver 

New information, interfaces, and services 

developed for ZT Visibility and Analytics and 

Automation and Orchestration components are 

implemented in this phase. 

BANK1 infrastructure, 

BANK1 stakeholders, 

MTECH developer. 

Release and 

Deliver 

The SA dashboard application provides data for 

ZT infrastructure to generate events, alerts, and 

anomalies for dynamic policy development and 

enforcement. 

BANK1 infrastructure, 

MTECH developer. 

Release and 

Deliver 

New security templates and controls are 

deployed with the SA dashboard application. 

BANK1 infrastructure, 

BANK1 repository 

administrator, MTECH 

developer. 

Release and 

Deliver 

Supporting templates, controls, and other 

information are released as a separate repository 

artifact(s) 

BANK1 infrastructure, 

BANK1 repository 

administrator, MTECH 

developer. 

Release and 

Deliver 

BANK1 CSOC staff work with quality assurance 

to review and mitigate DEVSECOPS and ZT risk. 

BANK1 infrastructure, 

BANK1 stakeholders, 

MTECH developer. 

Release and 

Deliver 

Automation of the release assumes a deep 

understanding of the data, environment, subjects, 

resources, and their interactions for release and 

deliver. 

BANK1 infrastructure, 

BANK1 stakeholders, 

pipeline administrator, 

MTECH developer. 

Release and 

Deliver 

Least privilege is applied to analysis data and 

results. 

BANK1 infrastructure, 

BANK1 stakeholders, 

MTECH developer. 
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10 Mission Thread Deploy 

The DevSecOps deploy phase releases the SA dashboard application into production. This phase uses 

load balancers, containers, Infrastructure as Code (IaC), and a blue/green deployment strategy to build 

the new application alongside the operational production environment. The environment then switches 

to the new application release without outage. The cATO process verifies that the SA dashboard appli-

cation is production ready and authority to operate is approved. 

Load balancers sit in front of blue (active) and green (staging) environments that run applications in 

containers (Figure 7). The blue environment represents the current application production release. All 

application requests are routed by the load balancer to the blue environment. The DevSecOps pipeline 

builds the new release version and deploys it to the green environment. BANK1 and MTECH monitor 

the green environment application for production stability. When the application is considered stable, 

load balancers are reconfigured to switch application requests from the blue to green environment. The 

blue environment remains active for a specified period during monitoring until a decision is made to 

retire the old application version. When the blue environment is destroyed, the green environment be-

comes the release version and is recategorized as blue. 

 

Figure 7: Blue/Green Deployment Pattern [Lieberman 2020] 

Logs from blue and green application environments are used by ZT Visibility and Analytics and Auto-

mation and Orchestration components for dynamic policy. PEPs restrict subject access to blue and green 

environment resources. Application design incorporates the blue/green environment transition and load 

balancers to ensure user and device credentials are not expired during application deployment.  
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Table 6: Mission Thread DevSecOps Deploy Phase ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Deploy Logs from blue and green application environments 

are used by ZT Visibility and Analytics and 

Automation and Orchestration components for 

dynamic policy 

BANK1 infrastructure team, 

pipeline administrator, 

MTECH developer. 

Deploy PEPs restrict subject access to blue and green 

environment resources. 

BANK1 infrastructure team, 

pipeline administrator, 

MTECH developer. 

Deploy Application design incorporates the blue/green 

environment transition and load balancers to 

ensure user and device credentials are not expired 

during application deployment. 

BANK1 infrastructure team, 

pipeline administrator, 

MTECH developer. 

Mission Thread Operate 

In the DevSecOps operate phase BANK1 stakeholders use the new release of the SA dashboard appli-

cation. BANK1 operations monitors the application to verify function and elasticity as active users in-

crease. Application users provide feedback to BANK1 with DevSecOps tools that track and triage the 

information. This feedback loop is an important source of information for BANK1 and MTECH to 

understand user needs and shape future application development.  

Table 7: Mission Thread DevSecOps Operate Phase ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Operate The SA dashboard application enforces ZT ten-

ets and restricts data at the element level.  

BANK1 infrastructure team, BANK1 

CSOC team, MTECH developer. 

Operate The SA dashboard application sends log data 

to ZT APIs for event, alert, and anomaly detec-

tion. 

BANK1 infrastructure team, BANK1 

CSOC team, MTECH developer. 

Operate The SA dashboard application consumes data 

from other ZT-enabled services. 

BANK1 infrastructure team, BANK1 

CSOC team, MTECH developer. 

Operate The SA dashboard application consumes data 

from services outside of BANK1 that may not 

be ZT-enabled. 

BANK1 infrastructure team, BANK1 

CSOC team, MTECH developer. 

Operate BANK1 CSOC analysts understand the SA 

dashboard and incidents that may occur. 

BANK1 infrastructure team, BANK1 

CSOC team, MTECH developer. 
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11 Conclusion 

ZT adoption can challenge organizations with new ways of thinking, operating, and collaborating. En-

terprises must thoroughly understand their architecture, assets, data, subjects, and resources in order to 

adopt this new security strategy. Organizations won’t be able to focus on technology alone when tran-

sitioning to ZT, but must combine it with strategy, vision, culture, and collaboration for success.  

DevSecOps changes how organizations historically develop software. Agile methods, combined with 

people, process, and technology reduce development time and automate the software development 

lifecycle. While short development lifecycles combined with continuous software test, build, and release 

help deliver software faster, it also introduces complexity and risk that must be understood and miti-

gated. 

Both initiatives continue to increase in popularity and adoption and likely exist in some form within an 

organization. Successfully integrating ZT and DevSecOps requires organizations to understand their 

current state, how they function together, and the impacts that can occur between them. Our mission 

thread assumes that BANK1 has an established ZT infrastructure and DevSecOps pipeline for MTECH 

to develop a SA dashboard application. We use this thread to highlight ZT considerations and resources 

for each phase of a DevSecOps pipeline (Table 8). 

A common theme across all considerations and resources listed in Table 8 is that monitoring is a con-

tinuous process across all phases of DevSecOps that affects cATO (continuous authority to operate). 

The automated nature of ZT and DevSecOps require security and performance logging, monitoring, 

analysis, and response for all components. This provides insight into how the SA dashboard application 

performs, its security compliance and effectiveness at mitigating threats, and overall residual risk for 

authorizing officials. 

Table 8: Mission Thread DevSecOps/ZT Considerations 

DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Plan Data, assets, applications, and ser-

vices (DAAS) are categorized and 

managed by mission criticality. 

BANK1 infrastructure team, MTECH devel-

oper team. 

Plan Technical and policy controls imple-

ment data management. 

BANK1 infrastructure team, MTECH devel-

oper team. 

Plan Data at rest and in-transit is monitored 

to identify and mitigate theft. 

BANK1 infrastructure team, MTECH devel-

oper team 

Plan Identity, credential, and access man-

agement (ICAM) is used to provision, 

manage, authenticate, and authorize 

subject access to resources through-

out the environment. 

BANK1 infrastructure team, MTECH devel-

oper team 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Plan ICAM, combined with public key infra-

structure (PKI), micro- and macro-

segmentation, and other technical 

controls enforce least-privilege policy 

and prevent lateral movement. 

BANK1 infrastructure team, MTECH devel-

oper team 

Plan Subject/resource communications are 

visible, baselined, and monitored by 

security event and information man-

agement (SIEM) to identify events of 

interest. 

BANK1 infrastructure team, MTECH devel-

oper team 

Plan Machine learning (ML), artificial intelli-

gence (AI) and security orchestration 

automation and response (SOAR) 

platforms work together to integrate 

information and respond to incidents 

with standardized application pro-

gramming interfaces (APIs). 

BANK1 infrastructure team, MTECH devel-

oper team 

Plan The software factory provides refer-

ence software and templates to stand-

ardize ZT concepts, configuration, and 

maintenance. This includes containers 

and other reusable components that 

standardize implementing ZT services 

during application development such 

as authentication, authorization, and 

logging. 

BANK1 infrastructure team, BANK1 reposi-

tory administrator, MTECH developer. 

Plan The software factory is also 

monitored, measured and remediated 

to mitigate risk and enable continuous 

authority to operate (cATO). 

BANK1 administrator, MTECH developer. 

Plan Roles and policies are defined in the 

BANK1 environment in order to 

properly provision subjects to 

resources needed to complete work, 

including PKI certificate generation 

and use. 

BANK1 infrastructure team. 

Plan Onboarding provides all 

documentation necessary for MTECH 

to begin application development with 

the platform and ZT infrastructure. 

BANK1 infrastructure team. 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Documentation includes the current 

state of ZT infrastructure, transition 

roadmaps, and stakeholders that can 

answer MTECH infrastructure 

questions. 

Plan ZT and application requirements are 

gathered by MTECH from 

stakeholders and used to develop a 

roadmap. 

BANK1 stakeholders, MTECH developer. 

Develop Development tools integrate natively 

with ZT infrastructure services to build 

a secure entry point for code artifacts. 

Pipeline administrator, BANK1 infrastructure 

team, MTECH developer. 

Develop Policy decision points (PDPs) 

generate dynamic policy by combining 

ICAM, enterprise policy, and external 

data such as threat intelligence, 

compliance, SIEM, and SOAR. 

Pipeline administrator, BANK1 infrastructure 

team. 

Develop Policy enforcement points (PEPs) use 

policy to enable, monitor, and 

terminate connections between 

subjects and resources. 

BANK1 infrastructure team. 

Develop MTECH combines development tools 

with artifacts from the BANK1 central 

repository in this phase for SA 

application development. 

BANK1 repository administrator, pipeline 

administrator, MTECH developer. 

Develop Source code incorporates the BANK1 

ZT security stack, APIs, infrastructure 

strategy, and roadmaps. 

BANK1 repository administrator, pipeline 

administrator, MTECH developer, BANK1 

infrastructure team. 

Develop MTECH code adopted from outside 

engagements is authorized and 

configuration managed by BANK1 

before incorporation into the central 

repository. 

BANK1 repository administrator, MTECH 

developer. 

Develop Standards and metrics are developed 

and measured to verify the application 

meets or exceeds BANK1 

requirements as it interoperates with 

the ZT infrastructure. 

BANK1 stakeholders, MTECH developer. 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Develop BANK1 owns and maintains the ZT 

infrastructure, central repository, and 

DEVSECOPS environment and 

responsively reports and addresses 

MTECH issues. 

BANK1 infrastructure team, MTECH 

development team. 

Develop BANK1 incorporates MTECH 

reporting into its ZT infrastructure and 

DEVSECOPS Epics for internal 

decision making. 

BANK1 infrastructure team, MTECH 

development team. 

Develop BANK1 reports and tracks MTECH 

related incidents with the TMS. The 

TMS is part of the BANK1 ecosystem 

and automates communication 

between both organizations. 

BANK1 infrastructure team, MTECH 

development team. 

Build Build tools and automation integrate 

ZT security services, tenets, and APIs 

into the SA dashboard application. 

BANK1 repository administrator, MTECH 

developer. 

Build CI/CD orchestrator uses NPEs and 

PKI for access control. 

Pipeline administrator, ICAM administrator, 

PKI administrator, BANK1 repository 

administrator, MTECH developer. 

Build Security templates enforce 

compliance and configuration 

management. 

Pipeline administrator, BANK1 repository 

administrator, MTECH developer. 

Build Build logs are monitored to identify 

events, alerts, and anomalies. 

SIEM administrator, MTECH developer, 

pipeline administrator. 

Build Data at rest and in transit is monitored 

and policy is dynamically updated to 

mitigate risk. 

SIEM administrator, SOAR administrator, ZT 

policy administrator. 

Build Control gates such as ZT compliance 

checks are used to mitigate risks 

before they propagate to the 

DEVSECOPS test phase. 

Pipeline administrator, BANK1 repository 

administrator, MTECH developer. 

Build BANK1 SOAR playbooks automate 

incident response activities and report 

build incidents to MTECH. 

MTECH developer, pipeline administrator, 

SOAR administrator. 

Test The test environment may provide 

operational devices and services, or 

others that emulate BANK1’s 

environment. 

BANK1 infrastructure team, pipeline 

administrator, MTECH developer. 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

Test Staging environments (internal and 

externally hosted) must interoperate 

with BANK1’s ZTA. 

BANK1 infrastructure team, pipeline 

administrator, MTECH developer. 

Test Manual and automated test cases 

should define ZT subjects, resources, 

and policies while verifying 

components and capabilities. 

MTECH developer. 

Test Data and infrastructure during this 

phase are labeled for ZT to determine 

context for dynamic policy and 

decision making. 

BANK1 infrastructure team, pipeline 

administrator, MTECH developer. 

Test The iterative nature of this phase also 

generates volatile data that can 

impact ZT Visibility and Analytics and 

Automation and Orchestration 

components. 

BANK1 infrastructure team, pipeline 

administrator, MTECH developer. 

Release 

and 

Deliver 

New information, interfaces, and 

services developed for ZT Visibility 

and Analytics and Automation and 

Orchestration components are 

implemented in this phase. 

BANK1 infrastructure, BANK1 stakeholders, 

MTECH developer. 

Release 

and 

Deliver 

The SA dashboard application 

provides data for ZT infrastructure to 

generate events, alerts, and 

anomalies for dynamic policy 

development and enforcement. 

BANK1 infrastructure, MTECH developer. 

Release 

and 

Deliver 

New security templates and controls 

are deployed with the SA dashboard 

application. 

BANK1 infrastructure, BANK1 repository 

administrator, MTECH developer. 

Release 

and 

Deliver 

Supporting templates, controls, and 

other information are released as a 

separate repository artifact(s) 

BANK1 infrastructure, BANK1 repository 

administrator, MTECH developer. 

Release 

and 

Deliver 

BANK1 CSOC staff work with quality 

assurance to review and mitigate 

DEVSECOPS and ZT risk. 

BANK1 infrastructure, BANK1 stakeholders, 

MTECH developer. 

Release 

and 

Deliver 

Automation of the release assumes a 

deep understanding of the data, 

environment, subjects, resources, and 

BANK1 infrastructure, BANK1 stakeholders, 

pipeline administrator, MTECH developer. 
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DEVSECOPS 
Phase 

ZT Consideration Required Action Resources 

their interactions for release and 

deliver. 

Release 

and 

Deliver 

Least privilege is applied to analysis 

data and results. 

BANK1 infrastructure, BANK1 stakeholders, 

MTECH developer. 

Deploy Logs from blue and green application 

environments are used by ZT Visibility 

and Analytics and Automation and 

Orchestration components for 

dynamic policy 

BANK1 infrastructure team, pipeline 

administrator, MTECH developer. 

Deploy PEPs restrict subject access to blue 

and green environment resources. 

BANK1 infrastructure team, pipeline 

administrator, MTECH developer. 

Deploy Application design incorporates the 

blue/green environment transition and 

load balancers to ensure user and 

device credentials are not expired 

during application deployment. 

BANK1 infrastructure team, pipeline 

administrator, MTECH developer. 

Operate The SA dashboard application 

enforces ZT tenets and restricts data 

at the element level.  

BANK1 infrastructure team, BANK1 CSOC 

team, MTECH developer. 

Operate The SA dashboard application sends 

log data to ZT APIs for event, alert, 

and anomaly detection. 

BANK1 infrastructure team, BANK1 CSOC 

team, MTECH developer. 

Operate The SA dashboard application 

consumes data from other ZT-enabled 

services. 

BANK1 infrastructure team, BANK1 CSOC 

team, MTECH developer. 

Operate The SA dashboard application 

consumes data from services outside 

of BANK1 that may not be ZT-

enabled. 

BANK1 infrastructure team, BANK1 CSOC 

team, MTECH developer. 

Operate BANK1 CSOC analysts understand 

the SA dashboard and incidents that 

may occur. 

BANK1 infrastructure team, BANK1 CSOC 

team, MTECH developer. 
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Appendix A Application Development Mission Thread 

Introduction 

BANK1 has developed a DevSecOps ecosystem to improve the cybersecurity of applica-

tions developed for use on its cybersecurity operations center. The ecosystem will be 
used by BANK1 staff, as well as third-party application developers. The ecosystem con-

tains an artifact repository which holds hardened VM images and hardened OCI compli-

ant container images of: DevSecOps tools, container security tools, common program 
platform components, custom code, build process, configuration files, and applications. 

BANK1 is providing the cloud infrastructure that developers will work in. In addition, 

BANK1 is implementing Zero Trust principles into it DevSecOps ecosystem with the 
goal to improve cybersecurity. 

A small business (MTECH) which specialized in situational awareness (SA) dashboards 
has been contracted to create applications for a company’s BANK1 cybersecurity opera-

tions center. MTECH is required to use artifacts from the ecosystem’s repository to create 

and update SA dashboards in a software factory process. This thread will be used to ex-
plore the impacts of implementing zero trust tenets to the DevSecOps ecosystem. 

 Supporting Diagrams 
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Thread 

Name Application Development  

Vignette 

(Summary 

Description) 

A small business MTECH which specialized in situational awareness (SA) dashboards 

has been contracted to create applications for a company’s BANK1 cybersecurity opera-

tions center. The BANK1 has in place a DevSecOps ecosystem which MTECH is re-

quired to use artifacts from the ecosystem’s repository to create and update SA dash-

boards in a software factory process. BANK1 is implementing Zero Trust principles into 

it DevSecOps ecosystem with the goal to improve cybersecurity.  
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Nodes/Actors  1. BANK1 staff 

a. contract specialist 

b. development environment staff member 

c. IAM staff member 

d. COC technical point of contact (PoC) 

e. DevSecOps staff member 

f. COC staff members 

g. testing staff member 

h. quality assurance staff member 

i. system engineer/architect 

2. BANK1 artifact repository assets 

a. IDE 

b. Code repository 

c. Build tool 

d. Security test tool 

e. Test tool 

f. Artifact repository 

g. Container registry 

h. CI/CD orchestrator 

i. Security scan tool 

j. Release container registry 

k. Release artifact repository 

3. MTECH staff 

a. Project manager 

b. IT IAM 

c. Application development team 

i. 1 lead developer 

ii. 4 developers 

d. Technical PoC 

Assumptions Assump-1. BANK1 provides the cloud infrastructure to ensure the ability to moni-

tor any activity within its DevSecOps ecosystem. 

Assump-2. Training is available for developers to be able to develop an understand-

ing to securely use the ecosystem. 

Assump-3. There will be a separate mission thread which deals with situational 

awareness (SA) dashboard app maintenance. 

Assump-4. MTECH only uses BANK1’s cloud infrastructure and the artifact repos-

itory for its applications’ development and testing. (i.e., support for subcontractors)  

Assump-5. MTECH developers will be able to monitor the applications and de-

velop metrics to assess performance and security via BANK1’s artifact repository.  

 

 

Quality Attributes 1. Securability 

2. Resiliency 

3. Agility 

References 1.  

Step Time 
Description 
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1  BANK1 places a contract with MTECH to develop and update SA applications for their 

Cybersecurity Operations Center (COC). BANK1 provides a link to information concern-

ing its SecDevOps ecosystem which describes the concept of operations, processes and 

procedures, and how to request accounts to be able to use the ecosystem. 

notes 1. BANK1 contract specialist 

2. MTECH project manager 

2  MTECH provides the information for its team to be able to access the ecosystem. 

notes 1. MTECH IT IAM staff member (handles credentials aspects) 

2. MTECH app development team (lead developer, 4 developers) 

3.  

3  MTECH receives the account information and completes training on the ecosystem. 

notes 1.   

4  MTECH creates its development environment and initiates building its SA dashboard ap-

plication. 

notes 1. One of the developers is responsible for setting up development environment (consists of team 

collaboration tool issue tracking tool, configuration management tool, project management 

tool, integrated development environment (IDE), source code repository, database tool, test 

tools) using tools from BANK1 development repository. 

2. Please see Assump-4 

5  MTECH iterates on the Dev Environment Test process (application coding -> static ap-

plication security testing (SAST) -> unit testing) until it’s ready to publish its artifact(s).  

notes 1. BANK1 development environment staff member (can address SAST tool questions) 

2. BANK1 COC technical PoC (can address operations questions)  

6  MTECH publish their SA dashboard artifact(s) to BANK1’s repository.  

notes 1. MTECH lead engineer handles this 

7  Under BANK1’s control, a test environment is created and artifacts (including MTECH’s 

SA dashboard) are pulled from the repository and tested. Steps 5-7 are repeated on until 

artifacts are deemed ready to deploy to pre-production.  
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notes 1. BANK1 DevSecOps staff member configures the Test Environment pipeline (need to identify 

all components (build tool, code analysis tool, SAST tool, test development tools, Interactive 

Application Security Test (IAST) tool, database tool) 

2. BANK1 testing staff member 

3. BANK1 quality assurance staff member 

4. BANK1 COC staff members (analyze design, perform threat analysis, identify monitoring re-

quirements, analyze app’s operation) 

5. BANK1 system engineer/architect oversees work and addresses tradeoff decisions 

6. MTECH technical PoC (support testing questions) 

7. Defect information from testing is added to the associated SA dashboard artifacts in the repository.  

8. This step is a “control gate” 

7a  BANK1 publishes the SA dashboard artifact(s) to integration repository.  

 1. BANK1 DevSecOps engineer handles this 

8  Under BANK1’s control, an integration environment which represents the cybersecurity 

operations center is created, artifacts are pulled, and SA dashboard is built.  

notes 1. BANK1 DevSecOps staff member configures the Integration Environment pipeline (compo-

nents similar to Test environment pipeline) 

2. BANK1 COC staff members (analyze design, perform threat analysis, identify monitoring re-

quirements, analyze app’s operation) 

3. MTECH technical PoC (support testing questions) 

9  Security scanning is performed in the integration environment under BANK1’s control. If 

defects are found, return to step 5. 

notes 1. BANK1 testing staff member (identify different types of testing performed) 

2. BANK1 quality assurance staff member 

3. MTECH technical PoC (support testing questions) 

4. Defects information from the scanning are added to the associated SA dashboard artifacts in 

the repository. 

10 Day:  

Time: 

Integration testing with the SA dashboard application is performed under BANK1 control 

until it’s deemed ready to be released for production use. 

notes 1. BANK1 COC staff members (analyze design, perform threat analysis, identify monitoring re-

quirements, analyze app’s operation) 

2. BANK1 testing staff member 

3. BANK1 quality assurance staff member 

4. BANK1 system engineer/architect oversees work and addresses tradeoff decisions 

5. MTECH technical PoC (support testing questions) 

6. This step is a “control gate” 

11 Day:  

Time: 

BANK1 cybersecurity operations team analyzes the SA dashboard to determine what 

monitoring and logging capabilities are needed to support operations. (move analysis de-

scription to planning; this step is a validation of the monitoring capabilities) 

notes 1. BANK1 COC staff members (analyze design, perform threat analysis, identify monitoring re-

quirements, analyze app’s operation) 

2. BANK1 system engineer/architect (call out in earlier steps to perform reviews; list role prior to 

step one in Assumptions sections)  
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12 Day:  

Time: 

Under BANK1 control, the SA dashboard app is deployed to the production environment 

and additional monitoring capabilities are put in place that support the SA dashboard, if 

needed. 

notes 1. BANK1 IT staff member creates new production environment 

2. BANK1 COC staff members 

3. BANK1 testing staff member 

4. BANK1 quality assurance staff member 

5. BANK1 system engineer/architect oversees work and addresses tradeoff decisions 

6. BANK1 uses a blue/green deployment approach 

7. This step is a “control gate” 

13 Day:  

Time: 

 

notes 1.  
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