
Adaptive Quality of Service (AQoS)

In a tactical environment network resources are often 
insufficient and cannot meet demand. Consequently, 
bandwidth allocation to support diverse missions is an 
important and ongoing problem. Wireless networks such as 
mesh networks or MANETs are particularly challenging 
because the available bandwidth can vary widely and 
unpredictably. The technical problems to be addressed are
1. Network bandwidth must be reallocated quickly and 

repeatedly, but must continue to maximize contributions to 
mission success.

2. Applications that consume bandwidth should be able to 
provide lower quality but still useful service as network 
resources become increasingly scarce.

3. Techniques that estimate and predict as a basis for 
adaptation do not work in this setting. 

The final goal of this work is to provide autonomous online 
adaptation of application demand in a way that (a) meets local 
needs and (b) maximizes global utility.

Aim/Purpose/Objective

Much related work either tries to predict resource exhaustion 
based on resource usage and availability estimates, or tries to 
provide mechanisms that are transparent to applications. In 
contrast, AQoS is reactive and requires applications to adapt 
to sensed network state. AQoS builds upon the Q-RAM 
approach to manage bandwidth allocation.
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Related Work

Current results are based on experiments with a real mesh 
network. We are creating simulation capability that allows to 
experiment with variations of parameter settings comparatively 
quickly. We will use the existing and new experimental data to 
calibrate the simulation.
In a mesh network multiple routers can become congested at 
the same time and send updated m-values to a data source. 
These m-values must be consolidated into a single set point. 
We will conduct experiments to determine how this can be 
done to maximize utility.
Further into the future, we plan to include latency as another 
dimension into utility assessment and bandwidth allocation 
decision.

Considerations and Next Steps

AQoS builds on the following assumptions.
• Applications are provided information enabling 

them to adapt in response to indicators of insufficient 
network capacity.

• The networking infrastructure does not need knowledge of 
the applications’ data semantics (e.g., voice or video).

• The network infrastructure does not need to reserve or 
predict available capacity.

In a MANET an AQoS module is installed on every wireless 
router that participates in the network. The module tracks 
which data flows pass though the router and observes the 
router’s outgoing queue length. When network capacity is 
insufficient, the queue fills up, and if enough capacity is 
available, the queues empty. The AQoS module sends periodic 
messages to data sources to allow them to adjust data rates 
accordingly. 

The Design of this Experiment
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We tested AQoS by transmitting several video streams over a 
wireless mesh network. Our results show that AQoS is able to 
keep a video stream of high importance at a higher quality 
than low importance streams if the network bandwidth 
degrades.

Also, AQoS shows a huge increase in combined  delivered 
utility for the video streams over multi-hop connections. In 
unmanaged routers the delivered utility drops sharply for more 
than two hops, whereas AQoS managed routers can deliver 
video streams over up to 6 hops.

Results from an earlier, priority based, approach 
to AQoS are published as an SEI technical report 
(TR XXX-2010)

Results
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Experiment Design, continued

Our approach, distributed Q-RAM supports global utility 
optimization without the need for a central server that 
calculates application QoS set points. Each router maintains a 
local marginal utility value (m-value). If the queue fills up, the 
m-value increased and vice versa. This m-value is 
communicated to the data sources. Each data source 
application maintains a local utility profile that associates a 
utility value with consumed bandwidth. Whenever the 
application receives a new m-value, it calculates a point on its 
(concave) utility curve where the derivative (slope of the 
tangent) matches this m-value. This point identifies a set point 
for the data rate on the x-axis and a utility on the y-axis. If all 
applications follow this process, the resulting bandwidth 
allocation will be close to optimal.
The utility-based approach can also be used to incorporate 
the relative importance of data flows into the bandwidth 
allocation. Each data flow is assigned a relative weight and 
the utility curve of each flow is multiplied by the weight.
We measure the quality of a data flow by delivered utility per 
time unit. The quality score is calculated as the time average 
of the sum of the utilities ���of all data received:
�=1��=1��=1����,�
where � is the time interval over which the score was 
measured, � is the number of flows, �� is the number of 
frames received for Flow �, and ��,� is the utility at the 
sender’s set point.

Figure 8: Comparison of Quality Scores for D-Q-RAM versus No Control
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