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Abstract

In this paper we use traffic analysis to investigate a
stealthy form of data exfiltration. We present an ap-
proach to detect covert channels based on a Process
Query System (PQS), a new type of information retrieval
technology in which queries are expressed as process de-
scriptions.

1 Introduction

1.1 Covert Channels

A covert channel between two machines consists of
sending and receiving data bypassing the usual intrusion
detection techniques. In storage covert channels, data
are written to a storage location by one process and then
read by another process. The focus of this research is
timing covert channels, in which the attacker modulates
the time between the packets that are sent. Informa-
tion is encoded in the inter-packet delays. Suppose an
intruder gained access to machineX in our local net-
work and uses this machine to exfiltrate information to
machineA. At the receiver side, machineX receives
packets with given delays. As the packets flow through
the network they traverse a certain number of forwarding
devices such as routers, switches, firewalls or repeaters.
This equipment has an influence on the delays between
packets so that the inter-packet delay at destination might
not be exactly the same as at the source. In other words
the section of network between sender and receiver acts
as a noisy channel. Figure 1 gives a graphical description
of the situation.

Suppose an apparatus on our network registers all the
inter-packet delays of outgoing communications. Given
the chain of delays that are seen, we want to state with a
certain probability if a covert channel is being used. The
goal is to analyze the inter-packet delays and see if they
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Figure 1: An intruder was able to control machine X
which is inside our local network and use it to exfiltrate
data coded in inter-packet delays. Machine A is the re-
ceiver.

are too particular to be generated by a normal network
communication.

The first formal definition of a covert channel was
given in [7] as those used for information transmission
which are neither designed nor intended to transfer infor-
mation at all. Later covert channels were defined as those
that use entities not normally viewed as data objects but
can be manipulated maliciously to transfer information
from one subject to another [5, 6]. Since covert com-
munication is very difficult to detect, most researchers
resort to investigating methods that simply minimize the
amount of information that can be transmitted using a
covert timing channel [4, 8].

1.2 Process Query Systems

Process Query Systems are a new paradigm in which user
queries are expressed as process descriptions. This al-
lows a PQS to solve large and complex information re-
trieval problems in dynamic, continually changing en-
vironments where sensor input is often unreliable. The
system can take input from arbitrary sensors and then
forms hypotheses regarding the observed environment,
based on the process queries given by the user. Figure 2
shows a simple example of such a model. ModelM1
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Figure 2: A Simple Process Model,M1
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Figure 3: Another Process Model,M2

represents a state machineS1 = (Q1,Σ1, δ1), where
the set of statesQ1 = {A,B, C}, the set of observable
eventsΣ1 = {a, b, c}, and the set of possible associa-
tionsδ1 : Q1 × Σ1 consists of

δ1 = {{A, a}, {B, a}, {B, b}, {C, c}}

A possible event sequence recognized by this model
would be: e1 = a, e2 = a, e3 = b, e4 = c, e5 = b
which we will write ase1:5 = aabcb for convenience.
Possible state sequences that match this sequence of ob-
served events could beAABCB, or ABBCB, both of
which are equally likely givenM1. A rule-based model
would need a lot of rules to identify this process, based
on all the possible event sequences. Below is a set of all
the rules necessary for detecting single transitions:

AA → {aa}
AB → {aa}, {ab}
BB → {aa}, {ab}, {ba}, {bb}
BA → {aa}, {ba}
BC → {ac}, {bc}
CC → {cc}
CB → {ca}, {cb}
CA → {ca}

Let us introduce a second modelM2 in Figure 3. Now
consider the following sequence of events:

e1:24 = abaacabbacabacccabacabbc

where each observation may have been produced by in-
stances of modelM1, modelM2, or be totally unrelated.
A Process Query System uses multiple hypothesis, mul-
tiple model techniques to disambiguate observed events

and associate them with a “best fit” description of which
processes are occurring and in what state they are. In
comparison, a rule-based system would get impossibly
complex for the above situation.

A PQS is a very general and flexible core that can be
applied to many different fields. The only things that
change between different applications of a PQS are the
format of the incoming observation stream(s) and the
submitted model(s). Internally a PQS has four major
components that are linked in the following order:

1. Incoming observations.
2. Multiple hypothesis generation.
3. Hypothesis evaluation by the models.
4. Selection, pruning, and publication.
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Figure 4: A set of models is given as input to the engine.
Given a stream of observations and using tracking algo-
rithms the engine returns the likelihood of each model.

The big benefits of a PQS are its superior scalabil-
ity and applicability. The application programmer sim-
ply connects the input event streams and then focuses
on writing process models. Models can be constructed
as state machines, formal language descriptions, Hidden
Markov Models, kinematic descriptions, or a set of rules.
The PQS is now ready to track processes occurring in a
dynamic environment and continuously presentthe best
possible explanation of the observed eventsto the user.

See Figure 4 for a graphical representation of the sys-
tem. A detailed overview and application of a Process
Query System can be found in [2, 1, 3].

2 Detection

2.1 Covert Channel Models

We focus our attention on binary codes. Our models are
based on the assumption that in the case of a covert chan-
nel, the inter-packet delays will center around two dis-
tinct values (ie. two distinct delays), see Figure 5 (a).
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Figure 5: The figures show the number of packets re-
ceived with a given delay. Horizontal axis shows the
inter-arrival time in seconds, vertical axis shows the
number of packet arrived. The parameters are the fol-
lowing. In case (a) the two spikes show that a covert
channel communication is in place. Case (b) represents
normal communication.

For a covert channel the sample meanµ (average) of
the inter-packet delays will be somewhere between the
two spikes. The packet-count in the histogram at that
point will therefore be very low. However, looking at a
normal traffic pattern the mean of the inter-packet delays
will be in the center of the large spike. The packet-count
at the mean will thus be very high, if not the highest. If
we divide the packet-count at the mean by the maximum
packet-count from the histogram, we get a measure of
how likely it is that the communication is a covert chan-
nel. In particular the smaller is the ratioCµ

Cmax
the higher

is the probability of having a covert channel communica-
tion. We can therefore assume the following probability:

PCovChan = 1− Cµ

Cmax

whereC(µ) is the packet-count at the mean andCmax

is the maximum packet-count of the histogram. Experi-
ments with three different types of data were conducted,
and Figure 6 shows the ratioCµ

Cmax
for these experiments.

The data considered are of the following types.
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Figure 6: The ratio between the packet count at the sam-
ple mean and the maximum packet count for normal traf-
fic, fully random delays, and for a binary covert chan-
nel. Horizontal axis shows the length of the estimated
sequence in bits, vertical axis showsCµ

Cmax
.

Normal Data. Packets with a average delay of 0.2
seconds were transmitted. The inter-arrival times vary,
but the maximum number of packets has a delay of 0.2
seconds. The sample meanµ is therefore represented by
a delay very close to 0.2 and the number of packets with
exactly that delay (Cµ) is very high. The ratio between
this number and the maximum number of a packet for
a certain delay (Cmax) quickly grows to 1.0, and stays
there as more packets are transmitted.

Random Data. Packets are sent with a fully random
delay. Although this is not realistic for traffic encoun-
tered on the network, it does present a good idea of the
worst case scenario. Initially, when only a few bits have
been sent, the delays scatter across the range and it is un-
likely that the sample mean will have a high count. That
explains why until approximately the first 10 bytes the ra-
tio Cµ

Cmax
remains zero. Later on, as more packets arrive

the histogram starts to flatten so the ratio starts to rise. As
the number of transmitted packets increases even further
the ratio keeps growing, until it eventually hits 1.0 as the
packet count goes to infinity.

Covert Channel Communication. Two delays are
used, thus the interarrival times concentrate around those
two values. The sample meanµ lies approximately in
the middle between the two spikes. The countCµ is low
and therefore the ratioCµ

Cmax
is approximately zero. As

more and more bits are transmitted over the covert chan-
nel the spikes increase in size, however that ratio always
remains very close to zero.

Our algorithm detects the sequence that most likely
represents the covert communication channel analyzing
the value Cµ

Cmax
. The lower that value the higher is the

probability of having a malicious communication hidden
in inter-packet delays.
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Figure 6 compares the three cases.

2.2 Implementation of a PQS

Our current implementation of a Process Query System
is called TRAFEN (TRacking And Fusion ENgine). We
implemented software applications to use as sensors that
send data to the engine. TRAFEN then, given such ob-
servations, returns the most likely hypotheses.

In order to input observations in the system we built
sensors. This software monitors the packet flows and re-
turns quantities that are crucial to our models. It aggre-
gates packets that have the same source IP, destination IP,
source Port, destination Port and computes the quantity

Cµ

Cmax
. An observation looks like the following:

Src ip, Src port,
Dst ip, Dst port,
Protocol, Cµ

Cmax
.

The TRAFEN engine evaluates each incoming obser-
vation and checks their correlation. Correlated events are
assigned to the same track. Sets of tracks constitute a
hypothesis. At the moment our process descriptions are
mainly based on first principles. An example of a model
used in our experiments is the following.

Singleton: Get observation

Cµ

cmax
≥ 0.9 ⇒ Score = 0.001

Cµ

cmax
< 0.9 ⇒ Score = 0

Track: Get observation OBS. If OBS is consistent (same
characteristics with the track)

f = 1− 1

lenght track + 1

Track Score = f ·
(
1− Cµ Track

Cmax Track

)

If OBS is NOT consistent with the trackTrack Score = 0.
The first case considers only tracks with one observa-

tion. The score is dependent only on the ratio. In the
second case tracks with more than one observation are
considered. In this case we assume that the longer the
track is, the higher the score will be.

3 Results

A covert channel communication was simulated and
many models were built and inserted into TRAFEN. We
found that some models performed better than others.
All of them were able to detect covert channel commu-
nication but some of them returned also false positive.
We built a front-end displaying the most likely hypothe-
sis, the different tracks together with their score, see Fig-
ure 7.

Figure 7: www.pqsnet.net/display.

4 Conclusion and Future Work

Process query system is a crucial tool in the analysis and
detection of network threats. We applied it to solve the
problem of detecting covert channel and we found very
promising results. We plan to investigate different types
of exfiltration of information and develop detection tech-
niques.
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