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Why Are Organizations Turning to AI Defenses?

• To augment analyst pool

- Expected shortfall of 3.5M cybersecurity staff by 2021 
(Varonis blog, March 29, 2020)

- AI can act as significant force multiplier

- AI can address “easy” alerts, freeing human analysts 

to handle harder problems

- AI may be able to catch threats an analyst may not

• To counter the speed of operation of cyberattacks

- NotPetya attack took down an entire Ukrainian bank 

in 45 seconds

- Human reaction to the threat is slow: the damage can 

be irreversible
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What Happens When AI Goes Wrong?
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Purpose of AIDE Project

• Assessment capabilities dictate the testing of our own defenses

• It is public knowledge that our adversaries are working to evade AI defenses

• Our assessors also need this information to accurately gauge our own defenses

Problem

How can we understand the capabilities of AI defenses to detect malicious network 

activity and how can those defensive capabilities be bypassed?

Approach 

Develop a comprehensive testing methodology for AI defenses to identify their capabilities 

and the ways they can be bypassed
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High-Level Methodology

1. Create a test network environment

2. Procure and install commercial-off-the-shelf AI network defenses

3. Train defenses on normal network traffic

4. Run baseline test against an AI-based network defense

5. Analyze activities caught by AI-based network defense

6. Conduct obfuscation test

7. Conduct data poisoning test

8. Conduct combined data poisoning and obfuscation test
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Fictional Institution Organization Chart

• 99 employees 

• 5 divisions

• 3 levels of management

• Each user is provided a unique behavior

- Customized work schedules

- Role-specific work tasks

- Hobbies that influence personal use

• Privileges and access set by role

• SEI GHOSTS software used to simulate 

user behavior
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Static vs Learned Rules

Static rule example:

If <HOST> send <Web Traffic> to <Outside of Company> then [ALERT]

Learned rule examples:

If <HOST> sends <Any Traffic> to <hosts not communicated in last 10 days> then [ALERT]

If <HOST> sends <Unusual Traffic> to <hosts it rarely communicates with> AND <hosts 

are not considered “safe”> then [ALERT]
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Training and Testing AIs

• Trained AIs on normal background network traffic for 1 month, the amount of time the 

vendors claim is required to fully train our AIs

• Took a snapshot of the AIs after the end of training and used that snapshot for all 

evaluations

• Continued the same normal background traffic during testing, with the addition of the 

traffic generated by the test
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Baseline Evaluation Attack

Finding: AIs were capable of detecting baseline attack
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Obfuscation of Attacks

• Identify possible obfuscations based on domain knowledge:

- Utilizing different tools or techniques that may not generate the same type(s) of traffic

- Going sufficiently “low and slow”

- Performing attack steps using machines of users that may perform similar activities as part of 

their job duties

• Execute modified attack path to determine whether AI is still capable of detecting it

• Finding: Obfuscating attack path allowed bypass of AI defense
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Data Poisoning

• Introduce “poisoned data” slowly by performing benign activities that generate traffic 

similar to the traffic generated during the attack

• Cause AI to “mis-learn” and think that attack traffic is normal background traffic

• Must take care to ramp up poisoning slowly to avoid detection

• Finding: Data poisoning enabled attack path to bypass AI defense
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Summary of Findings

• The AIs we examined were capable of detecting our baseline attack path

• We were able to evade detection through both obfuscation and data poisoning 

techniques
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Future directions for AIDE

• Increase realism of traffic and system environment

• Evaluate using replay traffic in addition to generated traffic

• Expand the range of attacks considered in our methodology and increase the number 

of AIs evaluated

• Evaluations over time for assurance of performance

• Extension of testing and evaluation methodology to other types of AI systems

• We are actively seeking collaboration opportunities
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