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Learn the Wrong Thing Do the Wrong Thing Reveal the Wrong Thing

Beieler (2018): An attacker Can Make an ML System…

Gu et al. (2017)

MillaCarson

…

??? Milla

Sharif et al. (2016) Fredrickson et al. (2016)

…

Person A Person Z

Design

Glasses
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P(B) = 0.04

…

P(Z) = 0.02

…

P(A) = 0.01
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…
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…

Step 1

Step N



4
Train, but Verify: Towards Practical AI Robustness
© 2020 Carnegie Mellon University

[DISTRIBUTION STATEMENT A] Approved for public release and 

unlimited distribution.

RESEARCH REVIEW 2020

Train, but Verify

‘

Problem

• AI promises capability for the DoD, but today is untrustworthy. 

• Most defensive work focuses on one security policy, but the DoD has wider concerns.

• What if a system makes high stakes decisions (do policy) and is trained on sensitive 

data (reveal policy)? 

Train \ Verify Verify “Learn” Policy Verify “Do” Policy Verify “Reveal” Policy

Train to enforce 
“learn” policy

IARPA TrojAI
DARPA GARD

Train to enforce 
“do” policy

DARPA GARD

Train to enforce 
“reveal” policy

NGA GURU

?
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Defenses for Do Policies Reveal Information about the Data

(Helland & VanHoudnos, 2020)

Seed Image Defended Example

Standard Example

Standard Training

Defended Training

First described 

by Tsipras et al. 

(2017).

Why does this 

happen? 
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Consider a model that 

• has high stakes decisions (do) 

• uses sensitive data (reveal)

The attacker’s goal is to reveal

• How were the horse examples 

collected for CIFAR-10? 

A novel use of a known attack:  

• Generate adversarial examples 

against a defended model.

Defenses for Do Policies Reveal Information about the Data

Seed Deer Horse

Recovers the 
presence of riders 
in the CIFAR 10 
horse class (about 
20% of examples)
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Train, but Verify

‘

Objectives of Train, but Verify

• Train secure AI systems by training ML models to enforce at least two security policies.

• Verify the security of AI systems by testing against declarative, realistic threat models.

This Talk

• will walk through of Helland & VanHoudnos (2020) and its implications for DoD. 

• will ask: “What are the most interesting off diagonals to this community?”  

Train \ Verify Verify “Learn” Policy Verify “Do” Policy Verify “Reveal” Policy

Train to enforce 
“learn” policy

IARPA TrojAI
DARPA GARD

Train to enforce 
“do” policy

DARPA GARD

Train to enforce 
“reveal” policy

NGA GURU

Helland & VanHoudnos (2020)
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Outline

Adversarial walk for a 
CIFAR10 ResNet50 model 
trained via Madry PGD 
with ℓ∞, ϵ=8/255

What is a sufficient condition for training a convolutional 

neural network (CNN) image classifier such that adversarial 

examples against that model are recognizable to humans? 

Comparison of Defensive Methods

• Madry et al. (2017) + approximate methods

• TRADES (Zhang et al., 2019 ) + approximate methods 

• Lemma: Defensive regularization drives down Lipschitz 

constant

Experimental Results

• Defensive regularization is sufficient for recognizability

Privacy

• Revealing characteristics of data collection
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Standard (undefended) training minimized expected loss across the training data: 

Madry Adversarial Training (Madry et al., 2017) trains on an internal adversary:

TRADES (Zhang et al., 2019) trades between expected loss and an internal adversary:

Defenses for Do: Comparison of Methods
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First order Taylor expansion of Madry connects to approximate first order methods: 

Etmann et al. (2019), Finlay and Oberman (2019), and Ross and Doshi-Velez (2017) 

Madry Adversarial Training Can Recover Other Methods 

≈

Accuracy Regularization
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Virtual adversarial training (Miyato et al., 2018)

• Recall cross entropy loss: 

• Expand out boundary term: 

• Choose ℓ2 ball to recover virtual adversarial training.

TRADES Can Recover Other Methods, Step 1

TRADES
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Expand the KL divergence to second order:

Solve:

Various Fisher Information Matrix (FIM) methods fall out based on strategy for 𝜆𝑚𝑎𝑥:

• Miyato et al. (2018) and Moosavi-Dezfooli et al. (2019) use finite-difference 

approximations. 

• Zhao et al. (2019) uses power iteration.

• Shen et al. (2019) gives an upper bound on the full spectrum.

TRADES Can Recover Other Methods, Step 2
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𝛽 = 0 𝛽 = 1 𝛽 = 100

Adversarial walks on the half moon dataset. Levels are values of the loss.

• Lemma: Regularization of 𝜆𝑚𝑎𝑥 𝑭𝒙 drives down the local Lipschitz constant.

Madry, TRADES, and Approximate Methods Are Smooth
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Outline

Adversarial walk for a 
CIFAR10 ResNet50 model 
trained via Madry PGD 
with ℓ∞, ϵ=8/255

What is a sufficient condition for training a convolutional 

neural network (CNN) image classifier such that adversarial 

examples against that model are recognizable to humans? 

Comparison of defensive methods

• Madry et al. (2017) + approximate methods

• TRADES (Zhang et al., 2019 ) + approximate methods 

• Lemma: Defensive regularization drives down Lipschitz 

constant.

Experimental Results

• Defensive regularization is sufficient for recognizability.

Privacy

• Revealing characteristics of data collection
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Experimental Results: Evaluation on Do Policy

• Standard (undefended) is 

not robust.

• Distillation (historical) is 

not robust.

• Gradient Penalty + FIM 

Penalty (approximate 

methods) are moderately 

robust.

• TRADES, PGD (Madry 

adversarial training) and 

FGSM (Madry with on 

iteration) are robust.
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Experimental Results: Evaluation on Reveal Policy

Standard (undefended) is not 
recognizable.

Distillation (historical) is less 
recognizable.

Approximate methods are 
moderately recognizable.

Full defenses are recognizable.

Standard

Distillation 

Gradient 

penalty 

FIM 

penalty 

FGSM 

PGD 

TRADES 
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Outline

Adversarial walk for a 
CIFAR10 ResNet50 model 
trained via Madry PGD 
with ℓ∞, ϵ=8/255

What is a sufficient condition for training a convolutional 

neural network (CNN) image classifier such that adversarial 

examples against that model are recognizable to humans? 

Comparison of defensive methods

• Madry et al. (2017) + approximate methods

• TRADES (Zhang et al., 2019 ) + approximate methods 

• Lemma: Defensive regularization drives down Lipschitz 

constant.

Experimental Results

• Defensive regularization is sufficient for recognizability.

Privacy

• Revealing characteristics of data collection
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Adversarial Walks: Sequence of Adversarial Examples 
Idea: do unconstrained, targeted adversarial perturbation towards each class in sequence.

target
class

random

start

gradient directions

target
class

target
class
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Privacy: Revealing Characteristics of Data (Model Access)
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Fine Art: Adversarial Walk on ImageNet 

Revealing Characteristics of Data without Data Access

Attack: Characteristics of Training Data

Some stingray 

images have 

swimmers

in the water.

Cauliflower 

can be purple? 
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Summary & Roadmap

Summary

• State-of-the-art methods 

to enforce do policies are 

vulnerable to reveal 

attacks.

• Enforcing do and reveal 

will require new methods.

Roadmap

FY 2021:

• Quantify attacks to 

reveal policies. 

• Develop new 

methods for do 

defenses and do 

attacks. 

• Develop new 

methods to verify do 

policies (early 

version submitted 

ICLR ‘21).

FY 2022:

• Develop training methods 

for do & reveal that 

either 

• enforce both

• trade between them

Train \ Verify Learn Do Reveal

Learn

Do

Reveal

Do & Reveal

Train, but 
Verify

Team
SEI: Matt Churilla, Jon Helland, Grace 
Lewis, Nathan VanHoudnos, and Oren 
Wright
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