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Toward Machine-Emotional Intelligence

Heart Rate Facial Microexpressions Voice

Proposed and Future
Gaze GaitRespiration Rate Pupil Dilation Perspiration

Current
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Passive Biometrics at the SEI

Real-Time Heartrate Extraction (2016) Facial Micro-Expression Analysis (2017)

Used with permission of the Poker Channel: 

youtube.com/user/sergeypoker/ 

http://youtube.com/user/sergeypoker/
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Voice Forensics at CMU Language Technologies Institute

Profiling Hoax Callers
R. Singh, et al., 2016

This person is:

• White

• Brought up in the U.S.A.

• Approx. 175 cm tall 

• Approx. 75 kg

• Approx. 40 years old

• Not in any trouble

• Not on a boat

• In a warehouse of some kind

• Using homemade equipment

• Sitting on a metal chair upon a concrete floor

U.S. Coast Guard photo by Eric D. Woodall
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Emotion Recognition from Voice

• Voice is a complex process that 

presents bio-markers

• Bio-marker analysis enabled by 

micro-articulometry

• Made possible by 30 years of 

automatic speech recognition 

technology at CMU

“cat” /k/æ/t/
Micro-feature

extraction
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Mission Applications

• Security checkpoints and 

encounters

• Interrogations

• Intelligence profiling

• Media analysis and 

exploitation

• Detection of stress, PTSD

• Human-machine teaming
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Emotion Recognition from Voice

Phoneme 

segmentation

Voice 

recording

Human 

subject

AffectButton 

interface

VAD value

Micro-feature 

extraction

Labeled 

training data

ML estimator Predicted 

emotion
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Database Construction

Mehrabian & Russell, 
1974

V

D

A

Broekens & Brinkman, 2009
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CMU-SER Database

• Largest ever in-the-wild speech emotion database

• Over 29,000 annotated audio clips, totaling over 54

hours of voice recordings

• Over 324,000 unique annotations

• Open source tools

• Voice processing and exemplar creation

• Crowdsourcing platform with Amazon Mechanical 

Turk
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AI for Super-Intelligent Hearing: 

Deducing Human Emotion Status 

from Voice
Rita Singh
Language Technologies Institute

School of Computer Science

Carnegie Mellon University

tinyurl.com/sei-cmu-ser
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Motivation: Voice and Emotions

Introduction Motivation Results

Rita Singh, Carnegie Mellon University

Methodology Perception Future Work Questions

FEAR
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SAD
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Motivation: Discrete Emotions

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions
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Motivation: Continuous Emotions

● Discrete emotions are limited.

● People exhibit complex affective 

states.

● Complexity of emotions is difficult to 

capture via discrete emotions.

● Emotion Primitives: Describing 

emotions on a continuum (valence, 

arousal, dominance) 

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions

Valence (negative vs. positive)

Dominance

(weak vs. strong)

Arousal (calm vs. excited)
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Methodology: Affect Button

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions
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Methodology: Data Collection & 

Crowdsourcing

● Data selection (internet archive, news channels, etc.)

● Data cleaning (noisy utterances, music, manual 

annotations, etc.)

● Pre-hoc quality control

● Challenges of crowdsourcing:

○ Re-sampling

○ Filtering

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions
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Methodology: Model I (speaker-specific embeddings)

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions

Audio 

Signal
Spectrogram Speaker Identification System id-vector support 

vector 

regression

valence

arousal

dominance

continuous 

emotion 

prediction 

(v,a,d)
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Methodology: Model II (multimodal embedding network)

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions

What a wonderful day!

Spectrogram
LSTM Hidden Embedding 

Layer

Hidden Embedding 

Layer

ASR System

Transcript

BERT Pre-trained Model

BERT

LSTM

Fully Connected 

Layer

Audio

Emotion Class

Concatenation
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Results

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions

speaker specific embedding network

(data: CMU-SER, task: regression)

MAE RMSE

Baseline 0.26 0.31

Proposed 

Model

0.16 0.20

multimodal embedding network

(data: IEMOCAP, task: classification)

Accuracy

Baseline 30.8%

Proposed Model 53%

Snippet of a lecture by Christopher Manning marked as “neutral” in terms of emotion by 

our demo
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Perception

● Expression versus Perception

● Are emotions expressed through 

speech universal in how they are 

perceived?

● Studying gender differences in 

perception of emotion

● Challenges of crowdsourced data in 

relation to statistical analysis 

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions
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Future Work: Phonetic Embeddings

Rita Singh, Carnegie Mellon University

Introduction Motivation ResultsMethodology Perception Future Work Questions

Audio 

Signal
Spectrogram Speaker Identification System

phoneme 
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vector
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emotion 
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Rita Singh, Carnegie Mellon University

Questions?
Rita Singh (LTI, ECE)

(rsingh@cs.cmu.edu)

The Amazing Team

Hira Dhamyal (LTI) Oren Wright (SEI)

Shahan Ali Memon (LTI) Daniel Justice (SEI)

Bhiksha Raj (LTI, ECE) Vijaykumar Palat (SEI)

Richard Stern (ECE, LTI) William Boller (SEI)

Introduction Motivation ResultsMethodology Perception Future Work Questions

mailto:rsingh@cs.cmu.edu

