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Overview
Network Monitoring
Packets and Flows
Collection, Packing, Repository, and Analysis
SiLK vs. iSiLK
Live CD (OK, it’s a DVD)
Starting iSiLK and running a query
Demo: Query, summarize, refine query, summarize, 
report
Lab
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What is iSiLK?
It is a graphical front-end for SiLK,
the System for Internet Level Knowledge
flow analysis tool

Presenter
Presentation Notes
So what is SiLK?  What is a flow?
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Network Monitoring

Internet

Monitored 
Network

Other 
internetwork

Presenter
Presentation Notes
The monitored network is our network.  We want to know what’s happening in our network, so we install instrumentation into the network that captures and reveals information about network activity.
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Network Monitoring

Internet Other 
internetwork

sensor

sensor sensor

sensor

Presenter
Presentation Notes
Sensors are placed at the borders to other networks.  Sensors may also be placed within the interior of our network.
Flow sensors capture information about conversations between computers inside our network and computers outside our network.



7

Network Monitoring

Internet Other 
internetwork

sensor

sensor sensor

sensor

SiLK 
repository

Presenter
Presentation Notes
The sensors forward this information to the server with the SiLK repository.
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Network Monitoring

Internet Other 
internetwork

sensor

sensor sensor

sensor

SiLK 
repository iSiLK

Presenter
Presentation Notes
An iSiLK client workstation can query the SiLK repository to answer questions, such as:
What is the volume of traffic between my network and the Internet?
How many connections were there last week from outside to my email server?
What devices query external DNS?
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Packet Encapsulation

Application 
layer message
(HTTP, SMTP, 

DNS)

TCP/UDP/ICMP segment

IP datagram

Ethernet frame

Dest MAC address

Source MAC addr

Type of packet

Src IP address

Dst IP address

Type of 
segment

Src port

Dest port

Presenter
Presentation Notes
Packets are like envelopes within envelopes.  The innermost envelope contains a message.
On Ethernet links, an Ethernet frame carries an IP datagram, which carries a TCP or UDP segment, which carries a message for a Network Application, such as HTTP (WWW), SMTP (email), or DNS.
On non-Ethernet links there is still a frame, but it’s different than an Ethernet frame.
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Flows

1 3 8

9 4 2

Presenter
Presentation Notes
Each rounded rectangle represents a packet.  The picture represents packets flowing in both directions on a network cable.
Same-colored packets belong to the same flow.
There are never packets in the same flow travelling in opposite directions.
One TCP connection consists of two flows.
The red and green flows appear to be related in time; they might constitute a single TCP connection (session, dialog).
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Some Terms

SiLK:  A traffic analysis tool which processes flow 
data.
Flow:  the collection of packets travelling in the 
same direction in a TCP or UDP connection.
Flow Record:  a single record containing summary 
information for a flow.
Flow Repository:  a tree structure of flat files 
containing flow records.

Presenter
Presentation Notes
The SiLK tool-suite defines flows as being unidirectional.  Sometimes these are called uniflows.
Some other tool-sets define flows as bidirectional.  Sometimes these are called sessions or biflows.
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Collection, Packing, and Analysis
•Collection of flow data

• Examines packets and summarizes into standard flow 
records

• Timeout and payload-size values are established during 
collection

•Packing stores flow records in a scheme optimized 
for space and ease of analysis
•Analysis of flow data

• Investigation of flow records using SiLK tools

Presenter
Presentation Notes
Collection and Packing are steps required to build the SiLK repository.
Analysis consists of querying the SiLK repository to draw conclusions about network traffic.
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Collection

PCAP

YAFtcpdump IPFIX

Presenter
Presentation Notes
PCAP (Packet CAPture) is an industry-standard file format for representing packets recorded from a live network.
Tcpdump is a utility for capturing live network traffic (packets) and recording them in a PCAP file.
YAF — Yet Another Flowmeter, is a reference implementation of a tool to convert a packet capture into flow data.  YAF can obtain packets directly from a live network or from a PCAP file.
IPFIX — IP Flow Information Export, is an IETF standard format for storing network flow records in a file, and a protocol for shipping the records.
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Packing

SiLK 
repository

IPFIX rwflowpack SiLK 
repository
SiLK 
repository

Presenter
Presentation Notes
Rwflowpack is a SiLK tool that converts flow data from the standard IPFIX format into a hierarchy of flat files constituting the SiLK repository.
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out

RootDir

Sensor2 silk.confSensor1

in inweb innull outweb outnull

year

day

month

hour

SiLK Repository

in-SEN1_20091231.23type-SENSOR_yyyymmdd.hh
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Analysis

SiLK 
tool 

chain

Raw (binary) 
flow records 
in a file

Text 
output

SiLK 
repository

Raw (binary) 
flow records 
in a file

SiLK 
repository
SiLK 
repository

Presenter
Presentation Notes
Raw flow records produced by the SiLK tool chain are used as input to another SiLK tool chain.
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Reporting

UNIX text 
tools

(sort, cut, …)
Text 
output

Text 
output

Visualization 
tools (gnuplot, 
Rayon, Excel)

Presenter
Presentation Notes
The “Text output” on the right can be prepared for human consumption or fed back in on the left for producing graphs.
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Why use iSiLK?
It helps me to choose SiLK tools

• Toolbar buttons allow quick perusal of tools
It  lets me avoid SiLK tool syntax

• Menus & other GUI elements show my choices
It lets me avoid Linux command syntax and file 
names

• iSiLK organizes my data sets and results
It has an integrated graphing capability
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What won’t iSiLK do?
iSiLK won’t replace my need to understand what’s in 
flow data
I still need to understand what patterns in flow data 
represent the traffic situations that I’m looking for
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SiLK environment

SiLK on
Linux system

Flow 
Repository

Terminal 
window

Presenter
Presentation Notes
Only one computer is involved in processing data.
The terminal window may be on the Linux system’s console, or may be on another networked computer.
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iSiLK environment

SiLK on
Linux system

Flow 
Repository

iSiLK on
Windows system
(or Mac or Linux)

SSH

Presenter
Presentation Notes
Two computers are involved in processing data.
The user interacts with the iSiLK GUI to construct commands that are sent to the SiLK server.
The two computers communicate with a protocol called Secure Shell (SSH).
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Setting up iSiLK on the Live CD
Open Applications→System Tools →Terminal

echo "export SILK_DATA_ROOTDIR=/data/SiLK-LBNL-05" >>.bashrc

On the desktop, open Applications →Programming →iSiLK
iSiLK Configuration:

Remote_Host: localhost (default)
Remote_Port: 22 (default)
Remote_User: liveuser
RSH_Key: /home/liveuser/.ssh/id_rsa
Rmt_Output: isilk-output
Rmt_Library: isilk-libs
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First Screen — Problem Sets

Presenter
Presentation Notes
A problem set is a container holding queries, analysis results, and graphs.
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Main Screen

Presenter
Presentation Notes
From this screen you can query the repository, producing a results file.
Then you can refine the results with additional tools: filter, uniq, stats, and count. Filter produces another results file, which can be refined further. The other tools produce text output, which can be displayed, saved, or graphed.
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Query Builder

Presenter
Presentation Notes
Used to add a query to a problem set.
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Query Builder—more filter options

Presenter
Presentation Notes
This tab lets you establish less frequently used criteria for a query.
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Demonstration
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Presenter
Presentation Notes
Let’s try to select all web traffic for 12/16/2004-12/17/2004. We’re setting the source port to Well-Known Ports for servers, and the destination port to the same Well-Known Ports to capture flows from clients.
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Presenter
Presentation Notes
iSiLK warns us that files couldn’t be found for some of the hours in the time range that we specified.
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Presenter
Presentation Notes
The status line shows us that we retrieved zero records (flows).  What happened?
The way we specified ports selected only traffic going from Well-Known Port to Well-Known Port, but clients use ephemeral ports.
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Presenter
Presentation Notes
Let’s try specifying that we want traffic where either the source or the destination is using one of the Well-Known Ports for WWW.
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Presenter
Presentation Notes
This time we got 184,079 records (flows).  Let’s click on Uniq and see how many unique source addresses there are in these results.



33

Presenter
Presentation Notes
Specify to the Uniq tool that we want to count flow records for each unique source address.
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Presenter
Presentation Notes
We got 6,207 flow records.
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Presenter
Presentation Notes
Here are the source addresses listed in the order that they were discovered in the results dataset.
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Presenter
Presentation Notes
Clicking on the “records” column header sorts the data according to the number of flow records for each address.  Our busiest web computer (client or server) is 131.243.15.56 according to its number of flow records.  We might have gotten a different computer if we measured by packets or bytes.
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Presenter
Presentation Notes
Let’s look at this computer (131.243.15.56) in more detail.  First we’ll specify that we only want flows involving TCP, since HTTP and HTTPS both rely on this protocol.
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Presenter
Presentation Notes
Then we specify that the source address is our top talker, and that s/he’s sending traffic to other computers on their WWW port.
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Presenter
Presentation Notes
We got 0 flow records.  What happened?
This must be a server, not a client.  A server uses its own WWW port to talk to clients on their ephemeral ports, not their WWW ports.  Little surprise that this was our top talker.
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Presenter
Presentation Notes
We don’t have to start all over.  We can refine the first results that we got that contained all WWW traffic.  We’ll just look for flows whose destinations have WWW ports; that is, the destinations are servers, so the sources must be clients.
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Presenter
Presentation Notes
Here we see that we’ve refined the original results “Web traffic in-out same ports”, not the “Top web source” results.
We got 94,301 flow records.
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Presenter
Presentation Notes
Let’s use the Uniq tool again, once more asking for the number of flow records for each unique source address (now the client address).
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Presenter
Presentation Notes
We found 1,890 web clients.
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Presenter
Presentation Notes
Let’s click on the filename for the results.  The results of the Uniq tool are found in an ASCII text file, not a raw (binary) flow file.
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Presenter
Presentation Notes
Once again, here are the selected hosts in the order in which they were uncovered in the data.
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Presenter
Presentation Notes
Clicking on the “records” column heading sorts the entries by the number of flow records for each address.
Now our top talker is the client 128.3.164.135.
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Presenter
Presentation Notes
Let’s examine this client in some detail.  We can search the smaller results “Web client to server” instead of larger results “Web traffic in-out same ports” or the repository.  We’ll refine our results with the Filter tool.
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Presenter
Presentation Notes
We set the source address to the client that we’re interested in.  It’s not necessary to specify WWW ports for the destination since the that’s all there is in the “Web client to server” results file.  Not specifying redundant information lightens the load on the SiLK server.
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Presenter
Presentation Notes
We found 6,605 flows from our top-talking client to web servers.
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Presenter
Presentation Notes
Let’s use the Uniq tool to see who those servers are, and how much traffic went to each.
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Presenter
Presentation Notes
This time we want to count the flow records of the DESTINATION addresses.
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Presenter
Presentation Notes
We found 58 servers.  Let’s click on the resultant ASCII text file’s name to see the data.
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Presenter
Presentation Notes
This takes some time, so a progress thermometer bar is displayed, and a Stop/Cancel button is made available in case we don’t want to wait.
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Presenter
Presentation Notes
Here are the servers in the order in which they were identified.
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Presenter
Presentation Notes
Clicking on the “records” column heading sorts the data according to the number of flow records per address.
Let’s look at this client from another angle.  WHEN was this client the busiest with the Web?
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Presenter
Presentation Notes
Using the Count tool, we can create a time-series according to some measure that we choose from the available data.
Let’s examine the number of flows in each time interval of one hour (3600 seconds).
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Presenter
Presentation Notes
The Bin size is the time interval measured in seconds.  One hour is 3600 seconds.
We apply this tool to the “Top client” results.
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Presenter
Presentation Notes
We got 28 bins or time intervals.  The first and last bins may not be for whole hours, and are frequently only for second or two.
Clicking on the new results file’s name will display the data.
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Presenter
Presentation Notes
There was no data after hour 03 on the 17th, so iSiLK didn’t produce bins for those hours. That’s why there’s 28 bins and not 48.
The Count tool produces the number of flow records, packets, and bytes for each time interval.  By any of these measures, hour 00 on the 16th is the busiest hour by far.
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Presenter
Presentation Notes
Clicking on Quick Graph will display a graph of this data easily.
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Presenter
Presentation Notes
The Quick Graph tool created three graphs: by bytes, packets, and flow records.  The first interval had the most bytes.  You can see a very short bar at the next-to-last interval.
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Presenter
Presentation Notes
Measured by flow records, you can now see very short bars in the last two intervals.
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Labs



64

Questions?

Presenter
Presentation Notes
Duke
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Contact Information
Ron Bandes, rbandes@cert.org
Software Engineering Institute
Carnegie Mellon University
Pittsburgh, PA
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