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Abstract

The Software Engineering Institute (SEI) has performed several Independent Technical As-
sessments (ITAs) on mission-critical/real-time systems for the Department of Defense and
other agencies.

This paper contains observations, recurring themes, trends, and lessons learned about systems
development as derived from real-time/mission-critical programs that have been reviewed
over the last three years.

It is hoped that the observations contained in this paper will be of value to future program
managers and help ensure their success.
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1 Background

The Software Engineering Institute (SEI) has performed several Independent Technical As-
sessments (ITAs) over the last three years on Department of Defense and other government
agency mission-critical and real-time software-intensive systems.

An ITA is an objective, technical evaluation of a specific software intensive system develop-
ment or acquisition program that is conducted
•  by an SEI team staffed with an appropriate mix of expertise1

•  through a series of planned interviews with the program stakeholders

•  with the goal of providing actionable recommendations to leverage the program’s
strengths and minimize/mitigate the risks

An ITA is similar to the activities performed by other federally funded research and devel-
opment centers (FFRDCs) and the Office of the Undersecretary of Defense for Acquisition
and Technology (OUSD(A&T)).2  The ITA differs from these assessments in both the compo-
sition of the teams, the method of the assessment, and the method of reporting.

ITAs are typically initiated by the System Program Director, program executive officer, or
another, higher level, acquisition official.  The results of the assessment are briefed at the ini-
tiating office level; they are briefed at higher and/or lower levels only by request of the initi-
ating agent.

This paper captures some observations, recurring themes, trends, and lessons learned from
these SEI ITA assessment activities.  The authors have attempted to abstract the observations
and lessons presented here in a way that is not attributable to any given program.  Instead, we
attempt to present trends and themes that we have observed in several programs, with the
hope that program managers can apply these lessons to their programs, and prevent similar
situations from recurring.

This chapter outlines the ITA process, and how it differs from that of other program assess-
ments.  Subsequent chapters present findings on management practices (Chapter 2), technical
development practices (Chapter 3), and infrastructure support issues (Chapter 4).

                                                
1 External expertise is brought in through the use of SEI Visiting Scientists.
2 OUSD(A&T) has founded the Tri-Service Assessment Initiative.  MITRE, Aerospace, The Software

Engineering Institute and other FFRDCs also participate in “Red Team” assessment activities.
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1.1 ITA Process
The Software Engineering Institute has developed and refined a process for performing ITAs
over the last three years, and has had a documented process for the last two years.  We have
harvested approaches from both the Software Risk Evaluation (SRE) process and other inter-
view-based assessment frameworks.

The process can be outlined as follows:

•  Customer Qualification and Contracting
− Determine customer qualifications.
− Establish contract.

•  Kickoff
− Create initial team.
− Initialize information repository.
− Plan/perform initial contact with program.
− Review/revise team membership.

•  Interview
− Identify stakeholders.
− Agree on description of problem and definition of success.
− Determine milestones and deadlines.
− Prepare for stakeholder interviews.
− Perform stakeholder interviews.
− Capture preliminary findings and recommendations.

•  Briefing Preparation and Delivery
− Review preliminary findings and recommendations.
− Create draft briefing.
− Review/refine draft briefing.
− Perform peer review on briefing.
− Finalize briefing.
− Deliver briefing to customer.
− Perform ITA process improvement activities.

1.2 Types of Programs Evaluated
Most of the programs evaluated have been U.S. Air Force and Navy programs.  The programs
have all been procurements of software intensive systems, mostly with the following appli-
cation domain attributes:

•  real-time vehicle electronic (avionics, shipboard computing, etc.)

•  command, control, communications, and intelligence

•  logistics support

•  electronics test and evaluation

•  satellite ground control
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The ITA has usually been sponsored by the associated System Program Office or program
executive office.  In one case, the activity was sponsored by an informal IPT organization
within the program, with the sponsorship and concurrence of program management.

1.3 General Finding Areas
In this paper, we have organized our observations and lessons into the areas of management
(Chapter 2), technical (Chapter 3), and infrastructure (Chapter 4).  We feel that this best
aligns with the interests of the community, rather than the interests of an individual program.

In each of the finding areas we lead with one or more concise recommendations, offset from
the main text of the section discussing the finding.  Lessons that have strong affinity to each
other are grouped together in a single offset.  Lessons that have weak affinity are grouped in
separate offsets.
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2 Management Lessons

This section focuses on management issues, in particular lessons involving personnel, the
relationships between acquisition and development organizations, and the technical tracking
of programs.

2.1 Communications

One of the most critical factors to both the long- and short-term success of a program is hav-
ing effective and efficient communications.  This is true at all levels and phases of the pro-
gram.  By communications, we mean the creation of understanding, not just the transmission
of information.

There are many possible sources of communications problems.  There may be information
quantity problems, where either too little or too much information is being passed between
parties.  There may be content problems, where information is being passed, but it is not the
appropriate information, or the information is not correct.  There are also nomenclature
problems, where words mean different things to different people.  Finally, there are interpre-
tation problems, where different parties have different points of view, and come to a different
understanding based on the same information.

Lack of good horizontal communications within the development team leads to errors due to
incorrect assumptions.  Lack of good vertical communications within the development team
leads to inaccurate status estimation, dissatisfaction within the team, and an ineffective deci-
sion making process.

It is a bad sign when the communications between program partners is reduced to formal
channels (contracts letters).  This usually means that common understanding has been lost,
and vital information either is not flowing, or is flowing at such reduced rates (and increased
latency) to make it virtually worthless.  For programs claiming to use integrated product
teams (IPTs) or Integrated Product and Process Development (IPPD), this is a sure sign that
the IPTs are not functioning.

Ensure that good communications exist between the program office and the con-
tractors, between contractors cooperating on a development, and within individ-
ual contractor development teams.  Evaluate this periodically.  Any breakdown
is a serious threat to the successful completion of a program.
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2.2 Acquisition Reform Impacts

The acquisition reform initiatives have had profound impact on programs. While program
offices have retained responsibility for controlling their budgets and ensuring that appropriate
progress is made, their level of involvement has changed. The shift from having oversight to
gaining “insight” into program activities has made this management task more difficult and
generated much confusion. Contractor organizations executing programs have also been af-
fected by the new arrangement. Although contractors have frequently protested, “leave us
alone and let us do our job, we know how,” many recent program failures have shown that
contractors (as a group) don’t know how.  Many are used to being managed by direction, and
are not trained to operate under the new rules of Acquisition Reform.  This has caused a con-
siderable amount of frustration in both the contractor organizations and the government pro-
gram offices.

Much of the confusion appears to be caused by the fact that “insight” is not well defined (as
compared to oversight), and there is neither an obvious way to gain insight, nor much guid-
ance as to how to go about gaining it.  Until the community works through some failures,
learns from the mistakes, and transitions the new knowledge throughout the acquisition
community, problems will continue to exist and frustration will continue.

The acquisition management problem is made both easier and harder by the associated “up-
scaling” of contracted requirements.  In the past, program offices developed requirements at a
fairly detailed level, and contracted with a statement of work (SOW). In many cases now,
contracts are let with a collection of high-level operational requirements (Operational Re-
quirements Document (ORD) or, perhaps, a Technical Requirements Document (TRD)), and
a more general work statement, or Statement of Objectives (SOO). This has both positive and
negative aspects.  One advantage is that there is now a single organization—the contracted
developer—that can reconcile cost and performance on a program. However, that organiza-
tion is a commercial entity, whose interest is the maximization of profit. In the past, the pro-
gram office managed the requirements tradeoffs between user organizations, requirements
organizations, and the developer.  While this was traditionally one of the most contentious
phases of a program, it’s execution promoted a balanced consideration of non-profit-driven
factors. Under acquisition reform, the developers often have the responsibility to perform all
requirements trades, placing them directly in conflict with all of their customers (program
office, requirements organizations, and end users).

Ensure that all critical functional and interoperability requirements are well
specified in the contract (statement of work, Statement of Objectives).

Use every opportunity to gain insight into a contractor’s performance. IPT/IPPD
participation is an excellent way to do this.
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In addition, since the contractor is not the end user of a system, there is an increased prob-
ability that some of the so-called “non-functional” requirements (reliability, dependability,
usability) will be compromised inappropriately, as this area is one of the few open for trade.

Combine this transfer of requirements refinement responsibility with a program office per-
forming inadequate “insight” and also suffering from a loss of organic engineering expertise,
and you have a recipe for disaster.

2.3 Earned Value

The Earned Value Management System (EVMS) is a tool for determining the performance of
a development process. Utilization of an EVMS provides information regarding performance
management, scheduling and cost [MDAPS 01].

Some form of EVM system has been required for DoD developers since March 1997, but the
system is still not well understood by program managers and contractors, especially in com-
plex or non-traditional developmental frameworks (e.g., multiple money sources, iterative
development structures, mixed hardware/software developments, COTS/NDI environments,
etc.) [Oberndorf 2000]. This is true even though EVMS is an evolutionary development over
the previous cost- and schedule- monitoring tool, Cost Schedule Control System Criteria
(CSCSC) [CSCSC 95], which was in existence for some 20 years.

In virtually all DoD programs assessed, the EVMS, while present, was not being used by the
contractor management, and appeared to be only minimally used by the program offices.
This is possibly because of its legacy: that of an accounting “bean counting” tool. This, com-
bined with the latency of the data (typically at least two months lagged, due to DCMA and
contractor review), and inappropriate roll-up reporting, limits its impact.

In most of the assessments performed, EVM data was examined and showed that the program
in question was in trouble.  In many cases, the EVM data refuted contractors’ schedule recov-
ery efforts. While contractors were going to operate substantially as usual, their own labor
forecasts and deadlines were inconsistent with the calculated EVM System Performance In-
dex (SPI), a measure of developmental efficiency.

This reluctance to adopt EVM is understandable when we consider some of its drawbacks.
First, there are several ways for EVM data to be distorted [Morton 2000]. One way has to do
with the fact that DoD programs have long lifecycles and several discrete operations.  In
many cases, EVM data is rolled up to the total program level, rather than providing granular-

Use EVM, focused on developmental areas of programs, to manage and track pro-
grams on a monthly (or more frequent) basis.
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ity at the level of significant development activity.  This may provide a big picture perspec-
tive for the life of a program, but can significantly mask the state of other activities.

Another way that EVM data can be distorted occurs when the program has an incorrect or
incomplete contract work breakdown structure (WBS). Lack of an accurate WBS means that
earned value can be taken prematurely.  In late phases of the program, a point will be reached
where it would appear that 100% of the value has been earned, but work is proceeding and
costs are increasing.  This effect masks CPI and SPI variances in early lifecycle stages, gen-
erating surprises in late stages.

Both the manner in which EVM data is rolled up and the funding profile of a program can
inhibit the detection of problems.  Positive variances in one work line (or a long history of
normal performance) can mask negative variances in the same, or another work line.  In ad-
dition, a combination of developmental and maintenance funding can result in CPI and SPI
artifacts, due to changes in the funding baseline.

Finally, some advanced development methods (significant COTS/NDI usage, spiral develop-
ment methods) introduce their own challenges: it may be difficult to determine what “value”
is and consequently difficult to determine when it has been earned.

2.4 Proposal Issues

Some of the programs assessed seemed doomed to failure from the beginning.  One possible
reason for this is that proposals, instead of being evaluated for “best value” were instead
evaluated for lowest initial cost.  In one case, a mixed hardware/software program, the hard-
ware was procured separately from and in advance of the software.  The contractor had an
insufficient understanding of the actual requirements of the system and subcontracted the
software.  That subcontractor failed, leaving the prime contractor holding the bag for the
creation of software that they did not know how to build.  The end result was a program that
was a minimum of a year late, at least 100% over budget, and didn’t fulfill the requirements.

Other proposal-related problems occur when the program office either does not have a correct
internal estimate of the time and cost parameters of a project, or is itself constrained by exter-
nal forces to a particular schedule, cost, and requirement set.  Submitted proposals that do not
meet the specified schedule are considered non-compliant and removed from the competition.
Contractors adjust their proposals to this reality. Suddenly, internal work estimates that are
significantly longer than allowable are reduced, with no relaxation of requirements or in-
crease in cost. We observed one program office accept one such offering, and get a product

•  Skeptically evaluate proposals with extraordinary cost savings claims.
•  Work to acquire or retain enough organic software experience to be able to

reconcile cost, schedule, and performance.
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that was significantly over budget and whose schedule came close to meeting the original
(unacceptable) estimate.

It is the program office’s responsibility to prevent these situations.  Most program offices
have had a significant reduction in staff, and more importantly, in engineering expertise. This
lack of expertise increases the probability that there will be an undetected mismatch between
cost, schedule, and requirements. Some of this is offset by the use of external engineering
support contractors.  The government needs to become a smarter buyer.  This begins with
proposal RFP/RFQ formulation and continues with proposal evaluation.

2.5  Incentives

When one talks about incentives in a program management context, one usually means things
like award fees.  This is (in general) NOT what we are referring to here.  Instead, we are be-
ing more general.  We are asking, “What kind of behavior are we punishing, and what kind of
behavior are we rewarding?”  This punishment and reward may be performed via an award
fee, but is often done, consciously or unconsciously, via program office interference into de-
velopment organizations (significantly tighter review schedules, external reviews, increased
management pressure, etc.).

Some examples of inappropriate incentives are

•  awarding contracts to low bidders, who have “bought in” to the program, with no expec-
tation that they can fulfill the original terms of the contract.

•  disproportionate responses to announced schedule variances.  That is, contractors will
take virtually the same amount of impact or “punishment” (in terms of increased re-
view/reporting activities) if they announce that they believe they will be six months late
at six months to completion, or if they announce that they believe they will be six months
late at one month to completion.  Because of this, and the fact that probability is not real-
ity, program offices get late notification of impending schedule slips.

It is in the program office’s best interest to be aware of cost and schedule issues early.  In
contrast, it is generally in the contractor’s best interest to notify the program office of these
same issues as late as possible.  This must change if we actually want to be able to manage
programs based on risk, and take proactive measures.

The acquisition community has the right tools available to better give incentive to contrac-
tors.  These tools include contractor performance assessment report (CPAR) ratings and
award fees, as well as less formal and stringent methods.  Documentation of the less stringent

Think about what kinds of behavior you are punishing and rewarding by your ac-
tions. This can range from how you structure the contract, through to how you
conduct review and insight activities.
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methods is needed, and there needs to be better guidance regarding appropriate use of the
tools that exist.
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3 Technical Lessons

This section focuses on technical issues, in particular lessons involving the engineering of the
system, rather than the management and support of the system.

3.1 Requirements Management
In many ways this, and the following topic, are actually management topics.  However, they
have enough of a technical aspect that they are listed in this section.  Proper requirements
management can make or break a program.  And in the current environment, where the con-
tractor is likely to have TSPR, the responsibility for performing requirements management
falls on the contractor.  This creates “social” tensions that the contractor has probably not had
to deal with in the past, and is likely to create rancor between the other stakeholders of the
program (program office, requirements organizations, and end users).

Since the contractor holds the requirements set, and does not hold either the budget or the
schedule, this is the area that tends to yield first in the time/money/scope-of-work tradeoff.
Some trades may be reasonable or acceptable, such as a reduction in the documentation end
deliverables (although this is arguable).  Other trades may be less acceptable, compromising
either system capabilities or quality attributes (security, fault tolerance, modifiability, etc.) of
the system.  These trades may, in fact, lead to the development of an unacceptable system.
Program offices and end-user organizations must therefore pay careful attention to the con-
tractor’s requirements management processes and activities.

3.2 Effort Estimation

The ability to estimate quickly and accurately the scope of a project, and the consequent ef-
fort involved is critical to many aspects of a program.  This must occur several times with
different required levels of accuracy.  The first occurrence happens within the program office,
before the request for proposal (RFP) is let.  In this case, a fairly rough order of magnitude
estimate is required to determine if the requirements set, need date, and available budget are
consistent.  The RFP should not be released unless and until these factors are consistent.

•  Utilize most likely effort estimates in proposals and status reports.
•  Find ways to promote the use of accurate effort estimation and productivity

evaluation
•  Lowest cost is not equivalent to best value.  Question outliers.
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The contractors perform the second effort estimation.  This estimate is still fairly rough, and
should be a not-to-exceed type figure.  This is the estimate that is used in the proposal for the
cost and schedule data.

The program office then needs to review the proposals and perform an independent effort
estimate based on the approach documented in the proposal.  If this estimate cannot be recon-
ciled with the cost and schedule data of the proposal, then the proposal should be considered
inconsistent. Either it should be rejected or clarification should be requested.

The contractor then needs to progressively refine the work breakdowns, with associated re-
source loaded schedules.  These are the most detailed effort estimates.

While modeling support exists for performing cost (and associated effort) estimates (e.g.,
SEERSim, COCOMO-II, etc.), these models are sensitive to “tuning” parameters.  It is diffi-
cult to tune these models without good local historical data.  This makes them valuable to
contractor organizations developing cost proposals, but makes their use by program offices
problematic. They can, however, be used to perform some gross reasonability checks on ex-
isting effort-loaded schedules.  The creation of the initial effort estimate (“we need to develop
n thousand lines of code”) is still, however, an art, not a science.

3.3 The Confusion of “Real Fast” and Real Time
With the recent, significant increase in computational capacity, there has been an overloading
of the term “real time,” which has created confusion.  With many business operations systems
beginning to call themselves “real time,” when in fact it would be more accurate to call them
“online” (as opposed to “batch”) systems, the unfortunate trend is that anything that is re-
sponsive and is operating with recent data is being called a real-time system.  Nothing could
be farther from the truth.

A real-time system is universally accepted in the engineering field to be one in which time is
a factor in determining the correctness of the result.  Usually, this means that some deadline
exists which, if the system exceeds this time, it can be considered to have failed.

An example of this confusion comes from another definition of real time, this time from
WebOPedia:
Occurring immediately. The term is used to describe a number of different computer
features. For example, real-time operating systems are systems that respond to input
immediately. They are used for such tasks as navigation, in which the computer must react to
a steady flow of new information without interruption. Most general-purpose operating
systems are not real time because they can take a few seconds, or even minutes, to react.

We submit that this is not a good definition of real time.  It would be a better definition of a
responsive, online system.  Nowhere in this definition is any sense that time plays a role on



12 CMU/SEI-2001-TN-004

either the correctness of the result, or the success or failure of a system.  Instead, it attempts
to define by example, which is often imprecise.

A key to a real-time system is that it is predictable.  Several real-time avionics systems have
recently been designed which have questionable predictability.  They have been constructed
either as data flow systems (which can be real time, if the message rate can be deter-
mined/limited and the processing stages of the data flow are known and bounded), or as a
consolidated system of formerly physically partitioned subsystems, combined with new
functionality, and running in a shared computational system without any thought to schedula-
bility.  For example, one program had a safety critical timeline that could not be verified be-
cause no analysis had been performed.

A “real fast” system cannot fail (produce incorrect results) if it exceeds its “deadline.”  At
worst, systems of this type can yield less valuable results (because the results are aged), or
generate significant user dissatisfaction.

3.4 The Challenge of Reuse
Reuse in a mission-critical, real-time, or embedded system project presents many challenges,
both technical and cultural.  The engineering of these systems is complex, and dependability
is an almost universally assumed attribute.  Some of the challenges of reuse are

•  There may be limited knowledge and experience with the reused item in the development
team.

•  The reused item contains assumptions as to its operating environment.  These assump-
tions may not be explicitly stated, and must be verified for proper operation.

•  There may be architectural conflicts between the reused item and the remainder of the
system.

•  There are cost and effort estimation implications in the use of reuse products.

There are some cultural challenges that can occur in reuse environments. For projects that are
consolidations of sets of existing products, it is easy to take the position of “this aspect of the
system has been done before, so it is not difficult.”  This fails to account for all of the techni-
cal challenge areas above, and can lead to serious program failure.

Many of these challenges also exist with the use of COTS components.
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3.5 COTS Component Selection

Many programs have gotten into trouble by committing to COTS products without perform-
ing either an adequate market survey or a comprehensive product evaluation.  Problems with
COTS products, either components or support tools, can plague a program for its entire life-
cycle.  Some simple factors to consider when performing a COTS product selection for a
program are

•  vendor reputation

•  vendor stability

•  maturity of all product components

•  suitability of product

•  interoperability/compatibility with other products

•  product cost (lifecycle, per developer seat and runtime/royalty costs, yearly licensing,
etc.)

•  product license issues

•  competition and history in this product area

•  product migration/evolution plans (scalability and evolution)

In addition, once a component has been selected, the program team should keep aware as to
the vendor’s intention and future direction of the selected product(s).  This should be done for
reasons involving diminishing manufacturing sources (DMS), as well as for impacts on fu-
ture product suitability and end-system lifecycle cost impacts.

3.6 Reliability and Fault Tolerance

Reliability and fault tolerance are two quality attributes that are typically mishandled in pro-
grams.  In many cases, program teams attempt to implement these attributes in a “back-end”
fashion, late in the program by attempting to test-in quality/reliability.  Program teams also
attempt to add fault identification/fault isolation and redundancy management at late stages.
This is not cost effective and is frequently unsuccessful.

•  Define a set of evaluation/selection criteria and then use it.
•  Keep up with what is happening in the market; you may have to change or up-

grade products.

Handle requirements that have architectural consequences as systems engineering
issues—up front.
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W.E. Deming demonstrated decades ago that it is not effective to test in quality; it needs to be
designed in.  In other words, this means that quality (reliability) is a systems engineering
level attribute, which must be satisfied via a combination of system architecture and imple-
mentation of defined processes.  Similarly, fault tolerance is a systems engineering level ac-
tivity that must be handled architecturally.

This being the case, software engineers have to participate in the systems engineering process.
In this process, all of the quality attributes (reliability, fault tolerance, performance, modifiabil-
ity) must be considered together, with appropriate weighting.  The attributes must be traded off
against each other in a considered fashion, to come up with an overall systems architecture that
can support both the needed functionality and the needed quality.  This is a difficult process,
and may prove to be the cornerstone of engineering software-intensive systems.
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4 Chapter 4 - Infrastructure

Infrastructure support for programs is an interesting interaction of management and technical
concerns.  It is a technical implementation, which requires strong management support to
succeed.  The tradeoff between overhead cost drivers and return on investment of enabling
technologies is a difficult one, which is often done poorly or unconsciously. This section ad-
dresses some infrastructure issues that are enabling technologies, and that are sometimes in-
dicators of the success or failure of a program.  Note that these issues are of more concern in
large distributed development activities.

4.1 Data Communications

In a distributed development activity, distributed collaboration tools are used to avoid travel
to the various development sites.  The underlying enabling technology behind these distrib-
uted collaboration tools is the data communications they are hosted upon.  Having an appro-
priate communications infrastructure environment appears to be a success differentiator in
distributed development activities. An example which presents this follows:

Two avionics systems development programs are going on at the same time, involving
some of the same organizations.  One activity (Activity 1) has its prime software de-
velopment ongoing at a single site, with systems engineering, program management
and support activities occurring at remote sites.  The other development activity (Ac-
tivity 2) is distributed between many contractors and many sites across the country.

Activity 1 has gone to no particular effort to establish a data communications envi-
ronment between its engineering activity sites.  The interaction between top program
management and local program management is poor.  The interaction between the
systems engineering/design groups and the implementation/test activities is also poor.
Data generated at one site is analyzed at a second site, with inadequate turn-around
time and little or nor opportunity for clarification.  There is little or no feedback on
consequences of design decisions until implementation is complete and the subsys-
tem is in test.  The program is significantly over cost and schedule, has personnel re-
tention problems, and seems unable to forecast its completion to within even an order
of magnitude.

In distributed development activities, get high quality, secure, broadband communi-
cations between sites.  It is an enabler, not a cost.
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Activity 2 has taken care to establish high speed, high quality, and secure data com-
munications between its development sites.  Integration lab facilities are located
across the country, with various levels of fidelity.  Lab data is easily transmitted be-
tween integration facilities and analyst staff.  Collaboration environments exist which
allow staff at various locations to share documents and other data in a near-seamless
fashion.  This program is also over cost and behind schedule, but this is attributable
to the scale and security requirements of the project.

There are many contrasting factors between these programs, but one critical one is Activity
2’s adoption of high-speed data communications to help integrate their distributed staff.

In the not too distant past, data communications links were expensive and difficult to justify.
With the Internet revolution and the increase in distributed development activities, bandwidth
is easily available at reasonable cost.  Virtual Private Network (VPN) technology helps to
create normally secure environments.  DoD link and packet level encryptors implement a
similar capability with known characteristics.  There is little justification in the current world
for not having distributed developments interconnected and interoperable.

4.2 Common Development Environments

With acquiring and retaining staff being an ever-increasing problem in today’s market, in-
creasing the productivity of your development staff is a significant concern.  There are at
least two ways to go about achieving this increase in productivity. Program management can
1) increase the individual productivity of development team members through the use of pro-
cess, improved tools, and incentives; or 2) improve the portability of development staff so
that resources can be easily migrated between different aspects or efforts of a development
activity.  The use of a common development environment (CDE) across a distributed devel-
opment touches on item 1 and directly impacts on item 2.

Having a CDE supports the use of common processes among distributed development sites.
It also supports staff mobility, both in performing a single work duty at multiple sites (they
know that their expected tools are available at any site) and in performing multiple duties
over time.  It also cuts down on the re-training required when a staff member moves from one
development activity to another within a program.

The downside of CDEs is that they are likely to be compromise environments.  That is, they
will be comprised of tools that are either general purpose, or represent a tradeoff of capabili-
ties required by several different development activities, rather than an ideal point solution to
the problems of an individual work group.

For distributed developments, use a common development environment at all
sites.
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Because CDEs are compromise environments, put together via a negotiation between work-
groups, they are especially prone to the next issue area: infrastructure currency and tool mod-
ernization.

4.3 Infrastructure Currency Issues
Since most development infrastructures consist of a collection of Commercial Off the Shelf
(COTS) products, or other locally developed or non-developmental item (NDI) software
components, they are subject to all of the normal problems of this class of software.  Two of
the most significant items are 1) receiving new required capabilities and 2) maintaining some
level of product currency.

Tradeoffs exist in this area that have no simple solution.  One tradeoff is that of stability vs.
required capability.  Other issues that arise are: vendor support; training and re-training staff;
data migration efforts between versions or products; and legacy deliverable item configura-
tion control.  Every program team has to make this tradeoff on its own, to satisfy its pro-
gram’s unique capability and stability requirements.

One thing that can be stated unilaterally is that the ease of product migration and/or version
upgrade should be one of the strongly weighted factors in any program’s product evaluation
and qualification efforts.  Programs need to consider the effects of the COTS marketplace on
software products similarly to how they treat end-of-life and diminishing manufacturing
source (DMS) issues in other COTS hardware products.  Failing to do this will adversely im-
pact the lifecycle cost of a program, and may jeopardize the supportability of the software
products.

Products or product families that conform to standards (IEEE, IETF, OMG, etc) tend to have
less volatility, known (or knowable) upgrade paths, and a wider selection of equivalent (and
often interoperable) alternatives.
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5 Conclusions

All of the assessments summarized in this paper were on large scale, DoD (or related gov-
ernment agency) programs.  All of the programs were in actual or perceived difficulty.  Some
of the recommendations were for substantial restructuring or cancellation of the effort.

With this in mind, we look to some of the root causes of the problems uncovered, and attempt
to compare and contrast them to similar works in the non-defense world [Flowers 96].  In
doing this, we find that there are more similarities than there are differences.

The most significant drivers to failure on these systems continue to be management and cul-
ture related, just as they are in commercial systems.  Technological failings, while they exist,
also have a strong management flavor, as they tend to cluster around failings in the systems
engineering process.  There are no technology “silver bullets,” and anyone promoting any
technology as a panacea should be viewed with suspicion.  A recent Defense Science Board
report states: “Too often, programs lacked well thought-out, disciplined program manage-
ment and/or software development processes. … In general, the technical issues, although
difficult at times, were not the determining factor. Disciplined execution was.” [DSB2000].

There are numerous examples as to how this lack of disciplined execution manifests.  Some
deficiencies are related to human nature.  Self-interest leads people to primarily consider their
tenure on a job, cleaning up problems left for them by their predecessors and often not con-
sidering long-term consequences of short-term decisions. There is also a tendency to try to
place blame on other organizations:  customers and program offices cannot hold to a set of
requirements; contractors don’t live up to their obligations; vendor’s products don’t live up to
their performance and capability claims.  It is obviously someone else’s fault.  This is all a
case of lack of discipline. We find that in programs in trouble, there are NO innocent parties.
All stakeholders involved participated (at some level) in creating or abetting failure.

And failure, at least in software-intensive systems, is fairly common. Most DoD system pro-
curements are inherently high-risk activities.  Every modification or new system must be a
significant advance over current state, while offering a reduction in lifecycle costs. There are
few opportunities to learn from the mistakes of others. There is a pressure (based on Acquisi-
tion Reform and current DoD acquisition policy) to use COTS hardware and software, but
there are few clear opportunities to utilize COTS components beyond the infrastructure level,
because no other activity in the world involves putting “steel on target.”  The opportunities
for technology reuse must therefore come from within the community, which has little or no
cultural foundation for creating reusable software.  Program offices typically have no money
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to invest in components that are designed for reusability.  Until this culture changes, there
will be very limited use of COTS/NDI in weapon systems, and large potential long-term cost
savings will not be realized.
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