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Abstract. Today, Information Systems are
often distributed and heterogeneous. Thus,
software systems become more and more
complex and their evolution is difficult to
manage. Our works deal with prolonging life of
heterogeneous distributed systems with the help
of component reuse. Such systems need a
distributed adaptable sofiware architecture to be
implemented. In this paper, we propose a
component model for redeveloping software.
First, we briefly present the component
paradigm in which we place our works. Then we
position our component model with regard to
related works. The interface of the component is
described by the way of points of interaction.
These points are used to manage different types
of interactions in order to build a graph of
interactions allowing the integration of the
reused components. We finish with the
presentation of the distributed adaptable
software architecture allowing to implement this
graph. Each part of this paper is illustrated with
a concrete case, the European ASIMIL project
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1. Introduction

Technological and economical mutations of
these last years have really modified the life of
organisations. They have engendered the
multiplication and the dissemination of
heterogeneous information [SING98]. So, more
and more, we have to qualify Information
Systems (IS) as distributed and heterogencous
ones.

Because of the increasing complexity of IS
and their constant evolution, it is becoming more

and more difficult to re-develop them. Moreover,
developed applications are more expensive and
are less reliable. Therefore, a strong need of
reuse has been expressed by firms. The reuse
provides a set of solutions developed in the
research and development domain to face on the
software crisis. It is defined as a new approach of
system engineering allowing to build systems
from existing elements, compared to traditional
approach where a new system starts from scratch
and needs to be re-invented each time.

The two previous points deal with
interoperability. More and more, the idea of
interoperability becomes a need to answer to new
organisational demands and benefit of technical
improvements, especially with networks and
Internet. We can compare this approach to a
monolithic vision of systems and their heavy
evolutions in terms of complexity, delay and
costs.

The research domain linked to these
problems is very wide. We are interested in the
engineering of  heterogeneous  distributed
information systems based on reuse. Our
approach is in keeping with the recent research in
developing High Confidence Software and
Systems (HCSS) [HCSSO01]. It is based on the
“component” paradigm. The objective is to reuse
software existing components and to integrate
them in order to make them co operate. The
application field in the context of our laboratory
gives us a certain experience with the re-
engineering  of  distributed  applications
[ANIOO1b]. The challenge consists of
conserving the quality of the existing application
made of several dispatched elements developed
independently.

The problem of these works is shared with
several well identified research domains
distributed IS, reuse, interoperability, co-
operation. The difficulty lies in the cross feature
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of our approach. Indeed, it is the actual trend. For
example, CIS (Co-operation Information
Systems) have concerns close to ours. CIS are
presented as a new domain of research
[DEMI97] in synergy with IS technology,
CSCW  (Computer Supported Collaborative
Work), modelling and planning theories. Some
of the encountered problems with this approach
[HERIO1] are near to us. This is the case with
interactions between autonomous parts which is
the support of co-ordination activities.
Nevertheless, the objective is relatively far
because CIS want to operate a managerial
change, presented as the ultimate goal of the
three activity fields related with CIS.

Our contribution in this paper consists of an
original component model for redeveloping
software. At first, we do a brief state of the art on
reuse and about de-coupling between
components which constitute the two paradigms
on which our works are based. Next, we will
present our component model and we will
position it with regard to the reuse paradigm and
with related works, and the metamodeiling
domain. We will follow using the component
model in order to construct a graph of
interactions between components. We will finish
with a presentation of the “Framework™ allowing
to implement the graph and therefore to integrate
the components.

2. State of the art

2.1. The reuse

To provide the reuse, we need methods and
techniques for reusable component engineering
(design for reuse) and for systems engineering by
reuse of components (design by reuse)
[CAUV99].

The reusable components engineering covers
the identification and the specification of
components, their organisation and their
implementation. Two principles are essential in
the model representation of components needed
by the activity of identification and specification
: the abstraction principle and the variability
principle.  The  organisation and  the
implementation of reusable components concerns
the design and the implementation of the
infrastructure for reuse.

The architecture of reuse constitutes a
coupling tool between the two essential activities
of the reuse, the engineering of components and
the engineering of systems. The architecture of

reuse consists in using a specific architecture to
produce the system. The engineering of reusable
components and engineering of systems by reuse
of components are still considered as two
different independent activities. With the
interlaced organisation used in the CARE system
[CALD91], we use components to produce an
application, and also we contributes to the
development of those components. The first
activity consists in researching into the library
one component which corresponds to the specific
problem of development. The adaptation:
modification, instantiation, parameterisation,
specialisation and the integration of components
constitute the second activity. This integration
problem becomes difficult if the development
and the specification languages are different.

2.2. The principle of de-coupling between
components

The “component” paradigm is emerging in a
specific domain of software components.
Component-based approach is based on the
principle of de-coupling between components.
According to this approach, dependencies
between entities are no more used into these
entities, but are defined outside the components
[PESCO00]. For example, in the component model
MALEVA [MEURO1], components are specified
by input/output marks potentially linked with a
connection to another component, and constitute
a graph of interconnections. The general idea
consists in providing a communication
abstraction independent of operational choice.
Absence of references to the called entity in the
definition of the calling entity allows to respect

the  encapsulation  principle, and the
communication mechanism authorises
modification of connections between

components without modifying components.
When an object communicates with another,
by a message, a structural and a behavioural
coupling appears implicitly. A component does
not reference directly another component, and
the message passing between components does
not imply the control passing [LHUI98].
Therefore, it is possible to manage active,
independent, and generic components because a
part of the control description is already included
into the graph of interconnection. The distinction
between the data flow and the control flow has
been introduced into SADT [MARCS87].
Nevertheless, this separation is mainly proposed
at the design level for the management of
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projects. In the component approach it is
accessible at the implementation level.

2.3. Metamodeling: from meta-model to
applications

Metamodeling is the primary activity of
specification. Interoperability in heterogeneous
environments is allowed by the building,
publishing and understanding of shared meta-
data or models [POOLO02].

The approach proposed by OMG [OMGO02]
with Model Driven Architecture (MDA)
[MDAO2] is to migrate the reuse from the
component definition in a specific middleware
(like CORBA, EJB, XML/SOAP) to its
conceptual model itself. The goal of MDA is to
capitalise and reuse models of application instead
of regularly migrate software components from a
middleware to another. Then, only conceptual
model like UML models can be capitalised
during the full software lifecycle. Those
conceptual models can be the only reusable
components of a software. In Model Driven
Architecture, software components frame are
automatically generated by a mapping of model
in a target middieware.

MDA is build on the
representation model of OMG:

e meta-meta level, which offers Meta
Object Facility as standard meta-meta —
model.

e meta level, where meta-models are all
defined as MOF instances, in order to
allow exchange and interoperability.
Those meta-models define model
language which are used to describe
models. OMG has defined, on this level,
UML language which is a meta model
instance of MOF.

e (lass level, where models are described
with an instance of a meta-model. For
example, a UML model, issued from the
specification of a software component is
defined on this level as an instance of the
meta-mode] of UML

e Instance -level where are built instances
of class model

For creating MDA-based applications, the
first step is to create a Platform Independent
Model (PIM), which should be express in UML.
Such a PIM can then be mapped to a Platform
Specific Model (PSM) to target platforms like
the CORBA Component Model (CCM),

four-level

Enterprise Java Beans (EJB) or Microsoft
Transaction Server (MTS). Standard mappings
should allow tools to automate some of the
conversion. Such a PSM, again expressed in
UML, can then be actually implemented on that
particular platform.

3. The points of interaction

The reuse paradigm lets two activities
appear: the engineering of reusable components,
and the engineering of system by reuse of
components, with a weak coupling between these
two activities. Even if we first present the
component model, then its use, we want to have
an interlaced approach.

Our component model is the formalisation of
our reuse infrastructure, the traditional goal of
the engineering of reusable components. In our
case, essentially, these are the results of a
specification phase. We can point out that we are
working on autonomous software components to
re-deploy. Identification activities, organisation
activities and implementation activities do not
present interest here.

Our component model also supports the
separation between the data flow and the control
flow, and lets two kinds of interaction points
appear : input/output information points and
control points. At this level, our approach is
comparable to the one of [MEURO1]. We will
now enter into the detail to show the originality
of our approach.

3.1. Input/output information points

Intuitively, Input Information Points (IIP) are
acquisition points for a component. On the
contrary, Output Information Points (OIP) are
points to resituate. The following schemas
illustrate this with a graphical representation
associated to our component model :

Figure 1. OIP of a component, lIP of a
component

3.2. Control Points

The component model MALEVA only offers
one type of control marks. We propose several
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types of control points : synchronisation points
and resource sharing points

3.3. Synchronisation points

Synchronisation points are dedicated to the
synchronisation of components. When a
component synchronises another one, the first
one is called “the synchroniser” and the second
one is called “the synchronised”. The
synchroniser has a Signal Emission Point (SEP)
whereas the synchronised has a Signal Reception
Point (SRP). The following schemas show the
corresponding graphical representation.

Figure 2. SEP of a component, SRP of a
component

3.4. Resource sharing points

Resource sharing points constitute an answer
to the problems of sharing of resources. This is
typically  encountered  with  concurrent
executions. This is the case with autonomous
software components we propose to manage.
Moreover, the resource sharing and the
synchronisation that we have previously
presented, appear in works dealing with co-
ordination. To provide the resource sharing, we
use Resource Access Points (RAP) and Resource
Release Points (RRP). The first ones allow to get
the resource when available. The second ones is
to release the resource when used. The following
schema show the graphical representation..

Figure 3: RAP (upper arrow) and RRP (lower
arrow)

3.5.1llustration : the European ASIMIL
project

Aero user-friendly SIMulation-based dlstance
Learning (ASIMIL)[ASIMO02] is an European
project to improve training for aeronautical staff

with the help of Intelligent Agents. Different
programming languages (Java, C, C++,
Macromedia Director, script CGI...) have been
used to develop these different parts. Each part
represents a component which must be reused to
develop a distributed application. The job of our
research team is to integrate these different
components on a net. In these sense, the ASIMIL
project is a good field of application of our
research domain. Let us present the interface of
different components of ASIMIL.

PFC (Procedure  Follow-up  Component)
manages training procedures and exercises. It
tracks learner’s progression during the

procedure. After each action performed by the
trainee on the simulator and after each step of the
procedure, PFC sends a «Required Action »
value to its OIP. PFC is able to synchronise other
components using a SEP. Therefore, PFC has its
own RAP and RRP, which serve to allow
printing of a procedure or data showing in a
shared window. A TIP allows to PFC to get the
error type and gravity of trainee’s action.

ET.G PFC RA .
_—_———-) 7
1P o1
B bt >
SE
RR

Figure 4:Procedure Foliow-up Component

Every action performed (PA) by the trainee
on FSimu, is put in a OIP. The learner uses
directly the graphic interface in order to pilot the
aircraft. This component. can be started by
another one via a SRP.

FSImu PA
>
OIP
Start()
SRP

Figure 5:Flight Simulator
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Multi Agent System: The goal of this component
is to interpret trainee’s errors. Every couple of
data (Waiting Action, Performed Action ) it
receives via IIP (Input Information Point) is
analysed When an error is detected an
characterised , MAS may perform an action by
sending a signal on a SEP (Signal Emission
Point).With the help of RAP and RRP , MAS is
able to print of show the help instruction in
another shared resource like printer or window in
order to help the trainee during his exercise. This
component can be activated by another one via a
SRP (Signal Reception Point).

MAS op RA

1IP RN
—_—>

RA, PA | SE .. R

---------- > ‘?RF\—)

SRP < \)

Figure 6: Multi Agent System

The component History Manager is intended to
manage the history of learner’s interactions with
the system , for pedagogical analysis purposes.
The SRP is intended to allow to it to start.

HM 1P

Figure 7: HistoryManager

4. The graph of interaction

The reengineering by reuse of components
consists of using our component model. This use
concerns mainly the components integration and,
a bit less, their adaptation. The selection activity
is not suitable with our objectives. Components
integration consists of managing interactions
between components. We find information
interactions, control interactions and mixed
interactions.

Before entering into details, we have to
notice that we follow the idea that components
integration consists of making a de-coupling as
strong as possible between components. With a
general point of view, this idea is interesting
because the reuse can be more systematic, a
bigger number of components may be candidates
to the reuse. With a practical point of view, this
approach is absolutely necessary with our
application field.

4.1. Information interactions

We can transfer information between
components. This transfer may be preceded by
the Building of Information (BI).

Concerning the transfer, we can point out

two cases. The first one is the stream transfer
[SHAW96]. The OIP of a component is linked to
the IIP of another component.
The second one is the transfer via mailbox. Let
us notice that our purpose is not at the
implementation level. In this case, contrary to the
stream transfer, the information is not directly
addressed to a component but deposited into a
mailbox from where an unnecessary identified
component will get it.

Figure 8: continuous flow transfer

| .

Figure 9: mailbox transfer

When we write “building of information” we
mean producing a needed piece of information
from one or several pieces of information
provided by one or several components.
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Figure 10: building of information from
two pieces of information from two
components

This offers very interesting perspectives
because it allows to create “ad hoc” interactions
and thus facilitates the integration of
components. The unique constraint is that the
building of information have to be
algorithmically expressible. More generally, we
offer a solution to the classical problem of the
finite number of devices, not enough to process
the variety of problems.

If we compare our approach with
[MEUROL1], we note that our proposition is richer
than theirs in terms of information interactions.
In fact, we add the mailbox transfer at the stream
transfer. The experience we got with enterprises
convinced us of this need. Moreover, we offer
the possibility to build “ad hoc” interactions
facilitating a lot the integration of components.

4.2. Control interactions

Control  interactions deal with the
synchronisation of components, the resources
sharing between components and the complex
control interaction. Concerning the
synchronisation, we only have to link a SEP with
a SRP. Then, the component whose SEP is used
synchronises the one with the SRP.

_____________ -

‘Figure 11:synchronization of two
components

If several components need the same
resource during their execution, we need to
provide the resource sharing thanks to RAP and
RRP of the concerned components :

Figure 12: resource sharing between two
components

Complex interaction control is similar to the
building of information. In other words, it allows
to create another element of control from several
elements of control.

————

Figure 13: complex interaction control

4.3. Mixed interaction

We had the idea to generalise the building of
information and the complex control interactions.
To do that, we propose mixed interaction where
information and control can be mixed together.
Its goal is to provide a piece of information or an
element of control from both a piece of
information and/or an element of control.

Figure 14 : mixed interactions

After we have provided all needed
interactions to solve a problem, we obtain a
graph where each component represents a node.
During the work to integrate components we
create other nodes as we showed previously. The
set of these nodes and the totality of arcs express
the 1level of the de-coupling between
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components. If we compare graphs obtained with
our approach and interconnection graphs
obtained with MALEVA, we can measure the
effort we made to manage dependencies between
components and put them on the graph. This
allows to modify substantially the application
without intervening on components. With regard
to the reuse paradigm, we situate our works
clearly on a reverse-engineering approach based
on “components/connection”.

4.4. lllustration : the integration of
ASIMIL components

This part shows the integration of the
ASIMIL components in order to develop the
ASIMIL application. This integration in
represented as a graph of interaction (Figure 15)
which uses pre-defined interaction (continuous
flow transfer, mailbox transfer, synchronisation
and resource sharing) and dedicated interactions.

PFC (Figure 1) and MAS (Figure 6) cannot
be directly connected one to another, because
PFC provides a Required Action on its OIP and
MAS needs a couple Required Action,
Performed Action on its IIP. To solve the
problem, we use a “dedicated interaction” (BI -
Building of Information) built with two pieces of
information from PFC and FSimu (Figure 5) to
provide an other piece of information

needed by MAS.

HM (Figure 7) has an asynchronous
operating mode. Thus we use a “mailbox” in
which HM gets messages sent by MAS.

ASIMIL application is managed by PFC
which starts all the components using
“synchronisation interactions”.

The window, in which PFC shows an error
message if the action of the trainee is not
required, must be shared with MAS with a
“resource sharing interaction”.

We can note that all the interaction points of
the interfaces are not necessary used in the graph
of interaction (see MAS for example). This is an
illustration of the generics of the components.
Each component is reusable and adaptable to
different applications through its points of
interaction.

Figure 15 : graph of interaction of the ASIMIL
application

5. A framework of Components

Our objective is to build a framework
allowing the architect of the distributed
application to construct a graph of interaction
with the help of the tools provided by the
platform. The specifications of this graph or
architecture must be middleware-independent.

We have decided to use MDA specification,
to express our component model with UML
notation with defining a UML Profile, to store
this meta model of components on the meta level
of MDA as a core model, to instanciate this
model on the class level in order to build a
Platform Independant Model of the application. -

5.1. Uml profile

The UML Profile for our component model
called UPPA is designed to provide a standard
means for expressing its semantic using UML
notation and thus to support expressing these
semantics with UML tools. It is a way for us to
express our model with the help of a standard
language. When one wishes to represent a UPPA
type via UML notation, the usual approach is to
model it as a Classifier and to stereotype the
Classifier to indicate whether it represents an
Component, a IIOP, etc. This is a legitimate
approach, since a Stereotype is one of UML’s
official extension mechanisms. The first step is
to define core elements of our model as
UPPAComponent, UPPAOIP, UPPAIIP,UPPA,
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UPPAInteraction. The second step is to define
tools we propose to allow the integration of the
components, as UPPADatalnteraction,
UPPAControlInteraction,
UPPAMixedIntercation

5.2. Platform Independant model

The architect of the application can construct
a Platform Independent Model with connecting
each component with another. The architect can
also implement the behaviour of UPPA ad’hoc
interaction with the help of UML language

5.3. Platform Specific model

Platform Specific Model is the mapping of
the Platform Independent Model to the target
middleware (CORBA, XML/SOAP, EJB, our
specific middleware). This step which can be
called integration step must automatically
generate the wrapper of each component defined.

5.4. A specific middlware

~ We have decided to implement our specific
middleware, which is the target of the mapping
step of the PSM.

At the implementation level, we have to
point out operative devices, control devices, a
transfer device and an exchange device. With
operative devices, we mean the building of
information, the complex control interaction and
the mixed interaction. All three have as a
common point the production of a piece of
information or an element of control after a
process expressed with an algorithm. These three
devices are implemented as autonomous and
parallel tasks with Java. Actually, a prototype of
a building of information device is under
development. This prototype will connect three
ASIMIL components.

Control devices are the mailbox, the
synchronisation and the resources sharing. Their
implementation must be realised within an
heterogeneous and distributed environment
[BOUGY8]. This point has not been implemented
yet. We are currently studying numerous
technologies available to choose the best suited
to our works.

The transfer device concerns exclusively the
transfer of information. This is a critical point
with distributed systems. This is the role of the
communication manager.

The exchange device is the interface
between the architecture and the components.
This role is dedicated to component managers
allowing the coupling between the components
and the architecture.

6.Conclusion

This paper seems to us an interesting
contribution for the redevelopment of distributed
software. From general point of view, we offer a
global solution from the component model to the
implementation. Moreover, we have the
opportunity to test our component model on an
industrial application, with the ASIMIL project.

If we detail a bit more, we have to focus on
different points. First of all, our approach is
based on a strong de-coupling between
components. We have explained it in the first
part. This allows a more important reuse of

- existing components. More and more, firms

express the hope to “superpose” new systems to
existing ones. This is often encountered with co-
operative systems, framework of our application
field, but also with knowledge based
management systems. In these cases, objectives
of these firms consist of reusing the existing
reliable system the more widely possible, before
envisaging a value added thanks to a co-
operative system or a knowledge management
system.

If we consider the component model, we
can underline the variety of interaction points
related to other works. This allows a rich activity
of component specification, adapted to the
problems we propose to deal with. Concerning
the construction of the graph of interaction,
numerous basic devices are completed by
devices which can be developed especially for
the application. This allows a higher de-coupling
between components to reach a more systematic
reuse.

To finish, the architecture warranty the
implementation of the graph of interaction. A
first version has been achieved. It has been
developed with Java, and especially Java Beans.
Interoperability between each Bean is realised
with RMI (Remote Method Invocation), a “light”
version of CORBA for Java environment.
Nevertheless, all of these devices have not been
implemented . This is the case for the control and
consequently for some operative devices (control
and mixed interactions). We are currently
working on these aspects, with the help of
ASIMIL experimentation. Therefore we look for
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implementations issued of the research domain
as [SIRAO00], but also for ‘“commercial”
implementations around the domain of
components. After considering the limits of
CORBA, we are interested in SOAP (Simple
Object Access Protocol) based on TCP/IP and so
much  better adapted to heterogeneous
environment whereas CORBA wuse its own
protocol (IIOP). Moreover, SOAP uses XML as
the description language inter-acting with UDDI
(Universal  Description,  Discovery, and
Integration), kind of interoperable yellow page
mechanism.
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