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A huge volume of textual data is produced every 
day by traditional and social media. It is not 
possible to keep track of the many events that 
are mentioned, nor to recognize known patterns 
of events. This project uses and develops natural 
language processing (machine learning) techniques 
to automatically extract events from text. In future 
work we hope to relate these events to known 
patterns called scripts.

For this work, we pursued 3 strategies for extracting events 
from textual data:
1. Event extraction from sentences
2. Macro-event extraction from documents
3. Minimally supervised extraction of events from Twitter

Trigger Identification: 

Bi-directional LSTM + CRF
• Concatenate character embeddings with pre-trained word

embeddings to get vectors representing each word
• Run a bi-LSTM over the sequence of word vectors to obtain

the two hidden states
• Use a CRF to find the sequence with the highest probability
• Comparison of state-of-the-art JointEventEntity strategy with

our Bi-directional LTSM + CRF strategy

Results P R F1

State-of-the-art 61.4 71.0 65.9

Our strategy 66.7 66.0 66.4

Trigger Replicated: 

• Train SVMs to label triggers as belonging to one of 33
subtypes (e.g., attack, sentence, convict, etc.)

• However, with perfect trigger identification, F1 for trigger
classification is 80.0.

Results P R F1

JointEventEntity (replicated) 61.5 71.2 66.0

SVM 81.6 54.5 65.3

Macro-Event Extraction

Document-level analysis – extract only the most important 
events in a text

Research Review 2017

Bottom line:  Neither technique should be trusted to 
perform accurate trigger identification
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ATTACK Macro-Event

Perpetrator Michael Dunn

Victim – Dead Jordan Davis

Victim – Injured None

Time Nov. 23, 2012

Location Jacksonville

ARREST Macro-Event

Arrestee Michael Dunn

Time (Unknown)

Location (Unknown)

TRIAL Macro-Event

Defendant Michael Dunn

Crime Murder

Verdict Guilty

Sentence Prison

Time Friday

Location Florida

Learning to Extract Events Minimal Supervision

Gun Violence Archive

Type: Shooting
Location: Orlando
Date: 6/12/2017

My prayers sent out to all the 
victims in the Orlando 
shooting and a special prayer 
to my friend Mario 

Orlando Shooting: 50 Killed, 
Shooter Pledged ISIS Allegiance

victims in the X shooting

Germany Konstanz nightclub shooting: 2 killed, 
4 seriously injured. Shoo...
youtu.be/47EDd2U6s6A via @YouTube

Type: Shooting
Location: Union Grove, WI
Date: 8/13/2017

Type: Shooting
Victim: Konstanz
Date: 7/30/2017

X Shooting: 50 Killed

Time

Follow

Millions of Tweets 
(streaming)

Aggregation

Events

Type Location  Date
shooting Union Grove 8/13/2017
shooting Konstanz Konstanz
Shooting Orlando 6/12/2017

Named Entity 
Recognition

(Ritter et. al. 2011)
(Konovalov et. al. WWW 2017)

(Ritter et. al. WWW 2015)

Event Detection 
and Classification

• Better representation of the world
• Finer-grain event representation (actor,

location, etc.)
• Probability distributions over the possible

arguments
• A refined similarity metric that can reflect

the new representation
• More robust script manipulation
• Better script addition (avoiding adding

rare instances, etc.)
• Splitting / pruning existing scripts
Use of macro-event knowledge for
inferring constraints

We are developing two novel ML-based algorithms for 
solving this problem

• A structured prediction model based on Learning to Search
• A deep neural network based on machine comprehension

with no reliance on target domain training data
Preliminary results on the attack and elections domains 
show significantly improved performance against baseline 
methods

Currently gathering annotated data via Mechanical Turk

Next Step: Recognize and create scripts
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