
DMPL supports the right level of 
abstraction. github.com/cps-sei/dart

Statistical Model Checking of Distributed Adaptive 
Real-Time Software. David Kyle, Jeffery Hansen, 
Sagar Chaki.In Proc. of Runtime Verifcation 2015

Challenge: compute the probability of 
mission success & compare between 
different adaptation strategies.
Solution: Statistical Model Checking
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Future Work: Importance Sampling to reduce number of 
simulations needed for “rare” events.

Each run of log-generator and log-analyzer occurs on a 
VM. Multiple VMs run in parallel on HPC platform. Clients 
added and removed on-the-�y.
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Example: Self-Adaptive and Coordinated UAS Protection

DART Architecture

DART Process

Node k

DART Vision
A sound engineering approach based on 
the judicious use of precise semantics,  
formal analysis and design constraints 
leads to assured behavior of (DART) 
systems while accounting for 
• critical requirements

• probabilistic requirements

• uncertain environments

• necessary coordination

• assurance at source code level
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1. ZSRM Schedulability(Timing)
2. Software Model Checking (Functional)
3. Statistical Model Checking (Probabilistic)

1. Enables compositional and requirement
speci�c veri�cation

2. Use proactive self-adaptation and mixed
criticality to cope with uncertainty and
changing context

Brings Assurance to Code
1. Middleware for communication
2. Scheduler for ZSRM
3. Monitor for runtime assurance

System + Properties 
(AADL + DMPL) Veri�cation Code

Generation

Demonstrate on DoD-relevant model 
problem (DART prototype)
•Engaged stakeholders
•Technical and operational validity

Software for probabilistic requirements, 
e.g., adaptive path-planner to maximize
area coverage within deadline

Environment – network, 
sensors, atmosphere, 
ground etc.

Distributed 
Shared 
Memory

Sensors & 
Actuators

Software for guaranteed requirements, 
e.g., collision avoidance protocol must
ensure absence of collisions
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Pipelined ZSRM Scheduling
• Reduces pipeline to

single-resource scheduling

• Avoids assuming worst
alignment in all stages

But need to deal with 
transitive interferences due to 
zero-slack 

Ongoing work: theory worked 
out, implementing scheduler 
in Linux

Functional Veri�cation
Prove application-controller 
contract for unbounded time
• Previously limited to

bounded veri�cation only

Prove controller-platform 
contract via hybrid reachability 
analysis
• Done by AFRL

Working on automation and 
asynchronous model of 
computation
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DART Node

End-to-End 
Functional 
Veri�cation of CPS

Resolves nondeterministic 
choices to maximize expected 
value of objective function

PRISM strategy 
synthesis

Ongoing work: replace 
probabilistic model 
checking with dynamic 
programming for speed.First choice independent 

of subsequent 
environment transitions
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probabilistic
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Proactive Self-Adaptation Using Probabilistic Model Checking

system

environment

DMPL: DART Modeling and Programming Language

• C-like language that can express distributed, real-time systems

• Semantics are precise

• Supports formal assertions usable for model checking and
probabilistic model checking

• Physical and logical concurrency can be expressed in suf�cient
detail to perform timing analysis

• Can call external libraries

• Generates compilable C++

• Developed syntax, semantics, and compiler (dmplc)

log-
analyzelog-gen

Distributed Statistical Model Checking

SEI Research Review 2015

Contact: Sagar Chaki    chaki@sei.cmu.edu
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Verifying Distributed Adaptive Real-Time 
(DART) Systems

overload

P1

P2

P3

P4

P5

ZSRM Mixed-Criticality Scheduler

OS/HW

MADARA

Scheduler



Copyright 2015 Carnegie Mellon University

This material is based upon work funded and supported by the Department of Defense under Contract No. FA8721-05-C-0003 with Carnegie Mellon University for 
the operation of the Software Engineering Institute, a federally funded research and development center.

Any opinions, findings and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of the 
United States Department of Defense.

NO WARRANTY. THIS CARNEGIE MELLON UNIVERSITY AND SOFTWARE ENGINEERING INSTITUTE MATERIAL IS FURNISHED ON AN “AS-IS” 
BASIS. CARNEGIE MELLON UNIVERSITY MAKES NO WARRANTIES OF ANY KIND, EITHER EXPRESSED OR IMPLIED, AS TO ANY MATTER 
INCLUDING, BUT NOT LIMITED TO, WARRANTY OF FITNESS FOR PURPOSE OR MERCHANTABILITY, EXCLUSIVITY, OR RESULTS OBTAINED 
FROM USE OF THE MATERIAL. CARNEGIE MELLON UNIVERSITY DOES NOT MAKE ANY WARRANTY OF ANY KIND WITH RESPECT TO FREEDOM 
FROM PATENT, TRADEMARK, OR COPYRIGHT INFRINGEMENT.

This material has been approved for public release and unlimited distribution except as restricted below.

Internal use:* Permission to reproduce this material and to prepare derivative works from this material for internal use is granted, provided the copyright and “No 
Warranty” statements are included with all reproductions and derivative works.

External use:* This material may be reproduced in its entirety, without modification, and freely distributed in written or electronic form without requesting formal 
permission. Permission is required for any other external and/or commercial use. Requests for permission should be directed to the Software Engineering Institute 
at permission@sei.cmu.edu.

* These restrictions do not apply to U.S. government entities.

DM-0002784


	Blank Page



